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Abstract—A shared human-robot trajectory tracking con-
troller with collision avoidance is designed for a differentially
steered uncrewed ground vehicle. A mixed-initiative interaction
is considered, in which a linear blending law combines the human
commands with the automatic controller using a passive measure-
ment of the human intent. The automatic control input includes a
trajectory tracking controller, designed using a Lyapunov-based
approach, and a reactive collision avoidance controller, designed
using a relaxed control barrier function. The asymptotic stability
of the closed-loop shared human-robot system is analytically
proven. An experimental demonstration for the proposed shared
control was implemented in a crowded indoor environment with
static and moving obstacles. The robot’s dimensions are 72 cm
x 58 cm x 55 cm (length x width x height). The crowded indoor
environment is a 7 m x 15 m room with two doors with a
90 cm width and a 2 m x 20 m corridor. The tracking error
was less than 0.03 m, and the robot avoided collision with three
static obstacles placed on the reference trajectory and one virtual
moving obstacle. The human user can drive the robot away
from the reference trajectory when desired, and when he/she
relinquishes control, the robot quickly returns to the reference
trajectory.

Index Terms—Shared human-robot control, Human-robot in-
teraction, Control barrier functions, Trajectory tracking, Un-
crewed ground vehicles

Note to Practitioners—The methods presented in this paper can
be easily adapted to a new application that uses a deferentially-
steered uncrewed ground vehicle. The approach is designed to
work well for an arbitrarily complex, smooth reference trajectory.
The practitioner should develop an accurate simulation model
and tune the controller parameters to optimize the system’s
performance. The simulation model should be used to ensure
that the system can meet the performance requirements of the
given application. The trajectory tracking controller can be tuned
to minimize the mean-squared-error between the robot’s position
and the the desired position, where the positioning error depends
on the robot’s kinematics and the accuracy of its localization
system. The system is expected to work well with obstacles
approximated with circles. We recommend using a force feedback
joystick to improve the ease of use. To achieve good performance,
the system should have a reliable communication channel with a
time lag that is considerably shorter than typical human reaction
time.

I. INTRODUCTION

UMAN-ROBOT shared control can provide a safe and
efficient means of deploying uncrewed ground vehicles
(UGVs) in unstructured environments by permitting human
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awareness to compensate for deficiencies in sensing, percep-
tion and planning. For example, the pre-planning required
to deploy a fully autonomous uncrewed ground vehicle in a
time-sensitive search and rescue mission may be prohibitive,
whereas the use of a semi-automatic controller would be more
feasible. Further, communication problems can occur when a
UGV is remotely controlled by a human operator [1], [2],
[3]. A shared control approach can mitigate these issues by
permitting a human to be part of the closed-loop system
when he/she wants, and the automatic controller to take over
when needed, e.g. when communication problems occur. Here,
we will focus on the shared human-robot trajectory tracking
control of a UGV [4], [5].

The shared control of UGVs can benefit a myriad of impor-
tant applications, as it can be used to permit a human expert to
monitor the progress of a primarily automatic mission and only
intervene as necessary. For example, the use of semiautomatic
shared control can assist in search and rescue operations [6]
where the fidelity of sensing systems may be partially compro-
mised by extreme environmental conditions, such as smoke,
dust, water, and snow, or when an expert’s experience can be
used to guide a search to areas where victims are most likely
to be found in a complex, cluttered disaster scene, such as
after an earthquake, avalanche or building collapse. The use
of shared control can also reduce mission times and limit risks
to both first responders and victims by providing a means to
assess the stability of damaged structures and preplan a rescue
mission using visual observations from thermal cameras [7],
or measurements of gas/chemical concentrations [8] obtained
during a rapid UGV survey. Other applications which can
greatly benefit from the shared control of uncrewed ground
vehicles by taking advantage of the presence of a human expert
include: 1) precision agriculture, where a farmer’s experience
can be used to guide spraying, inspection, and harvesting
operations [9], [10], [11]; 2) infrastructure inspection [12];
3) firefighting, where UGVs can be used to determine the
location of fires and the presence of dangerous gases to
assist with intervention planning [13]; 4) mining [14]; and
5) in humanitarian/relief operations, such as the detection and
removal of land mines [15].

The presence of moving or stationary obstacles is a sig-
nificant challenge to the operation of UGVs in unstructured
environments. Since it is not possible to guarantee that the
human will always have sufficient situational awareness and
response time to avoid obstacles when the UGV is remotely
located, an automatic collision avoidance method is needed to
help ensure the safe operation of the UGV with shared control.
A collision avoidance controller based on the use of control
barrier functions [16] is developed as a part of the automatic
controller.



Here, we propose a shared human-robot trajectory track-
ing with collision avoidance controller, which possesses the
following features:

1) The magnitude of the control input is bounded.

2) The controller permits the UGV to maneuver in an envi-
ronment that includes static and moving obstacles.

3) The ratio of human input to automatic control input de-
pends on human intent.

4) The safe set is forward invariant.

Given these desired features, we seek a control-based collision
avoidance method that does not require a priori knowledge of
the environment. The controller is designed using a control
barrier function.

The human-robot shared control system consists of a differen-
tially steered UGV and a human operator. The human interacts
with the UGV using a joystick. The human commands and
the trajectory tracking control with collision avoidance inputs
are mixed using a linear blending law [17]. The trajectory
tracking control input is designed using a Lyapunov-based
approach [18], while the collision avoidance controller is
developed using a control barrier function [16], in particular,
the relaxed control barrier function (rCBF) introduced in [19],
[20]. The asymptotic stability of the closed-loop human-robot
shared control system is proven.

The main contributions of this paper are:

1) A model of human-robot shared control that supports a
continuously varying ratio of human input to automatic
control input depending on the human’s intent.

2) A novel trajectory tracking controller based on the model
described above permits a remote (non-collocated) UGV
to operate within an environment with static and moving
obstacles safely.

3) Theoretical foundations to establish the stability of the
closed-loop shared control system.

4) Experiment-based case studies to demonstrate the effec-
tiveness of the proposed controller described above.

II. RELATED WORK

The shared human-robot system presented in [17] consists
of one human operator and one robot, which is modeled
using a second order plant with exogenous disturbances. The
automatic part of the shared controller is developed using
a back-stepping technique and a disturbance observer. The
human part is designed using a storage function to measure
human intent. The work in [17] is extended in [21], in which
the robot considered is a four wheeled vehicle with front
wheel sterring. The automatic part of the shared control is
a sliding mode controller based on the dynamic model of
the vehicle. In both works the asymptotic stability of the
human-robot shared control is proven, while in [21] the
developed shared controller is experimentally evaluated using
an uncrewed ground vehicle in an outdoor environment.
Collision avoidance methods can be broadly classified in two
categories:

1) Planner-based methods, where the desired path is updated
to avoid collisions using a path planning algorithm. These

methods include RRT [22] and its extensions, RRT* and
RRT*smart [23]. Other planner-based approaches include
Velocity Obstacles Methods [24], [25], [26]. In VO ap-
proaches a cone-shaped obstacle is formed by the set of
lines which pass through the center of the robot and are
tangent to a buffer region surrounding an obstacle. The VO
itself is this cone with its vertex shifted from the center
of the robot by the robot’s velocity. If the relative velocity
between the robot and obstacle lies within the VO, they will
collide [27]. By selecting a “best” velocity that lies outside
of the VO, e.g. by using an online optimization to minimize
the deviation from the desired path, etc., a collision can be
avoided. Once computed, the desired velocity can be sent
to a trajectory tracking controller as a time-dependent set
of waypoints to be tracked until the next planner update is
available [28], [29], [30], [31].

2) Controller-based methods, where the control input is up-
dated to avoid a collision. For example in the Artificial
Potential Field (APF) Method [32], [33], [34] the collision
avoidance control input is determined by considering the
robot to be a point in a potential field affected by the
attractive forces generated by the goals, and the repulsive
forces generated by obstacles. Another approach to control-
based collision avoidance involves the use of Control Bar-
rier Functions (CBF) [16], [35], [36], [19]. In this approach
a collision-avoidance control input is designed using a
control barrier function to keep the robot inside some safe
set of states/conditions. The advantage of CBF-based col-
lision avoidance methods is that the controller is designed
using techniques very similar to those employed when
designing controllers using Control Lyapunov Functions
(CLFs). Specifically, CBFs permit the safe operation of the
closed-loop system to be explicitly proven by showing the
forward invariance of solution trajectories to a safe set.

While several collision avoidance methods have been
developed for the trajectory tracking control of UGVs [37],
[38], there are few studies involving the shared trajectory
tracking control or shared path following of a UGV. One
such study is [21], in which a shared control path following
system for UGVs is proposed without considering the
collision avoidance problem. Another such study is [39] in
which a shared controller is proposed, in part, to avoid the
deficiencies with APF methods for collision avoidance. In
this latter work, the human commands are mixed with a
collision avoidance controller, which is designed using the
Virtual Force Field (VFF) Method. However, the ratio of
human input to automatic control input is fixed.

III. PROBLEM FORMULATION

In a three-dimensional configuration space, the kinematic
equations of a mobile robot are given by

n=R(¥)v, (D

where 1 is the heading angle of the vehicle, R(v) is the
transformation matrix from the body-fixed system to a North-



East-Down (NED) inertial coordinate system, which is given

cosy —siny 0
R(¢):= | siny cos 0 | €S0O(3), (2
0 0 1
and
xr u
n=|vy | eR?xS, and v:=]| v | €R® (3)
P r

are the position and orientation (pose) vector and velocity
vector (in body-fixed coordinates), respectively (Fig. 1). The
variables appearing in (3) include the position northward =z,
the position eastward y, the surge speed u, the sway speed v
and the yaw rate 7.

Throughout this work, the symbol R" is the Euclidean space of
dimension n, S the set of Euler angles defined on the interval
[-7 7], and SO(3) is the Special Orthogonal Group of order
3, vectors are indicated using bold symbols and scalar value
are written with regular math fonts.

The differentially steered mobile robot is modeled as shown in
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Fig. 1: Top view of a differentially steered mobile robot. The
two larger side wheels are driven by motors, while the small
fore and aft wheels of the vehicle are unpowered and can
freely roll and pivot. The three degree of freedom maneuvering
coordinate system definitions are also provided.

Fig. 1, where the speeds of the two larger motorized wheels
can be independently controlled to provide a desired surge
speed u and yaw rate r. Thus, we take the control inputs to
be v and r.

Let the state of the system be its pose, i.e. 7 = 1. Then, (1)
can be written as

—vsiny cos Y
n=| vcosy |+ | sing { Y } @
0 0 1| LT

Suppose the robot’s wheels roll without slipping in either the
longitudinal or lateral directions, the sway speed v would
be identically zero. In this case, the motion of the robot is
nonholonomic with first-order kinematic constraints [40]. In
the more general case when there might be slipping, v can

be related to the time derivatives of i using (1), where we
note that R(¢)~t = R(¥)T. To avoid a singularity in the
mapping between the control inputs and the motors actuators,
we take the sway speed to be v = 0. Thus, (4) has the form
of a nonlinear system, which is affine in its control inputs.
In addition, we add a collision avoidance controller u to the
control input, and define the mapping g : S — R? x R? as

cos 0
g= sin Y 0|, 5)
0 1
then (4) becomes
n=gn)(T+u). (6)

where 7 is the shared trajectory tracking control input.

Here, we explore the shared human-robot control of (6), where
the shared trajectory tracking control input 7 is the com-
bination of the signals coming from an automatic trajectory
tracking controller 7., a human 7. The collision avoidance
control input u prevents the system from assuming unsafe
states.
Let
Td
na(t) = | ya
Ya

be the trajectory to be tracked. The trajectory n,(t) and its
first and second derivatives, 7,(t) and #),(t), are assumed
to be smooth and bounded. The trajectory could be designed
using a simple point-to-point planning method (e.g. [41]), or
more advanced motion planning techniques that take energetic
requirements or risk into account [42], [43], [44], [45], [46],
[47].

The output of the system is the pose of the robot in the
NED frame,

eERZxS (7

yt)=|y | eR*xS ®)

(4

We consider n obstacles represented by the position vector
n,(t) = M1 (), -s1,,(#)]T € R?" in the NED reference
frame, where

na() = | 7

" } €R? for iec{l,..,n}. (9

The sensing and perception of obstacles in unstructured envi-
ronments is challenging. Recent approaches have implemented
combinations of RADAR, LiDAR, sonar and cameras, often
together with sensor fusion algorithms to estimate the positions
and velocities of obstacles [48], [49], [50], [51], [52], [53].

The states are typically measured using a GPS/GNSS
system, in combination with an inertial measurement unit
and other sensors, such as LiDAR or RADAR. The sensor
measurements are often further refined using state estimation
and sensor fusion techniques [54], [55], [56], [57].

Here, clean measurements of the obstacle’s pose are as-
sumed to be available for control.



IV. CONTROL DESIGN

Here, we introduce the proposed trajectory-tracking shared
controller with collision avoidance for a human-robot system
composed of one human operator and one UGV. We start
by designing the trajectory tracking controller (the automatic
control input) using a Lyaponuv-based approach, then we
design the human control input using the passivity of the
system, and lastly, we use a blending law to combine the
automatic control input and the human control input. The
collision avoidance control input, which is considered a part
of the automatic control input, will be designed based on a
relaxed control barrier function.

A. Kinematic Trajectory Tracking Controller

Here, we restrict the desired trajectory (7) to the set of
kinematically feasible trajectories, such that

uq cos(1q)
Uq Sin(wd) )
Td

Mg = (10)

where ug and 14 are the desired surge speed and heading
of the vehicle, and rq = ¢d is the desired yaw rate. For
the desired trajectory to be kinematically feasible, the desired
sway speed must be vy = 0. This requires the velocity
components in the NED frame to satisfy the relation

Y

so that the desired heading angle can be determined from the
time-dependent desired pose n,(t) = [1q4 ya Ya| as

g = tan~! <yd> .
Ld

The desired reference trajectory is designed using a spline
interpolation technique [58], [59]. Spline interpolation can be
used to design a continuous curve between a starting point

1Jq CoS g = Eqsin 1),

12)

Xa
a= , acR?
L Ya -
and a goal point
f X, ]
b= , beR2
RO

Consider the set of way-points M = [X Y] € R?>™ where

X1

X = e R™,
| X
v,

Y = eR™,
| Y,

and [X1,Y7]T = [X,,Y,]T is the starting point and
[ X, Y] = [ X3, 3] is the endpoint. The time it takes the
robot to travel from point [X;, Y;]T to point [X;i1,Yii1]7,
i€ {1,..,m— 1} is given by
Xiv1 — Xi)? + (Yig1 — Vi)?
Ty - T, — V(Xip1 — Xi)? + (Vi )’

ug

for i € {2,...,m},

where u, is the constant desired surge speed. The z-y compo-
nents of the desired trajectory x4 and y4 are obtained from a
cubic spline interpolation of the sets {(X1,71), ..., (X, Tm)}
and {(Y1,T1), ..., (Y, Tm) }, respectively. To obtain the spline
interpolation consider a cubic polynomial Sx, between the
points (XZ,T;) and (Xi+17Ti+l) for 7 € {1, e, m o — 1} We
have an (m — 1) order cubic polynomial, which requires
us to compute 4(m — 1) unknown parameters. To determine
these unknown parameters, we assume the following boundary
conditions

1) S, (Ti+1) = Sk, ., (Tit2),

2) Sg( (Tiv1) = Sg/ci+1(Ti+2),
for i € {1,...,m — 2}, and

D Sx,(Ti) = X;

2) Sx,(Tit1) = Xia,
for i € {1,...,m — 1}. There are 4(m — 1) — 2 boundary
conditions, so to have a unique solution for the problem we
add two more boundary conditions

1) S% (T1) =0,

2) 8%, (Tm) =0,
where S}(i is the first derivative of Sy,, and S}’(i its second
derivative. Similarly, we build Sy, between the points (Y;, T;)
and (Yiy1, Ti41) fori € {1,...,m—1}. The resulting reference
trajectory for the differential drive robot is

m—1

Sx
Td SY
na®) = | va | = , (13)
pq tan™! (SY)
S’

The tracking errors for system (6) with respect to the desired
trajectory (13) are represented in the body-fixed reference
frame of the robot using the transformation matrix (2), there-
fore

Ty = Tcosy+ ysiny,
Gy = —@sing +jcosy, (14)
o = 1,

where T = x4 — x, § = yq — ¥y, and @Z = g — 1. Define the
kinematic trajectory tracking control input 7. as

TC.T
o= 7 (15)
Te
where ~
Tew = g cos(tp) + kzTp, (16)
Tep = Td —+ kw sin szb + gbuda (17)



and k, > 0, ky > 0 are constants.

The trajectory tracking control input (15) renders the closed-
loop kinematic tracking control system (14) uniformly globally
exponentially stable according to [60, Section 5.4].

B. Safety-Critical Control
We consider n obstacles represented by the position vector

M,(t) = [Mo1(t), e, Mon(t)]T € R?™ in the NED reference
frame, where
L oi
Nyi(t) = €R?,  for i€ {l,..n}. (18)
Yoi

The safety-critical collision avoidance controller is designed
using a control barrier function (CBF). Since we are consid-
ering an environment with dynamic obstacles, we will use the
time-varying control barrier function introduced in [20] for
system (6). Consider the connected graph space

G={(mt) ER*XSXR | (2—20)*+ (y—voi)* > 12},

(19)
for all ¢ € {1,...,n}, where r; is the minimum safe dis-
tance between the robot and the i-th obstacle. Suppose that
(n(0),0) € G, and the time-dependent set

Xt)={necR*xS | (n,t)€G}.

Assumption 1: The speed of each moving obstacle 17, is
bounded.

Definition 1 (Time Varying Control Barrier Function): We
consider the graph space (19), the time-dependent set (20) for
t > 0, and the system (6). The continuous and differentiable
function B : G — R is said to be a time-varying control
barrier function if it satisfies the following conditions
1) B is a positive semi-definitive function, such that for all

t >0, and (n,t) €G, B(n,t) >0;

2) for any fixed time ¢y > 0, B is proper function with respect
to the state n; that is the set {n | B(n,ty) < L} is compact
for all L > 0;

3) there exist constants C, K > 0 such that

inf B(n,T,u,t) < KB+ C.
u€eR?

(20)

21

Consider the safe graph set (19) and n obstacles, where the
position of the " obstacle is located at m,;(t), as defined
in (18).

Suppose the robot is located at

T
n=11v
(G
and the minimum safe distance between the robot and the i*®
obstacle is r;.
To design the collision avoidance control input u € R2, the
first step is to start with the design of the relaxed time-varying
control barrier function (rCBF).
Proposition 1: The function

R? x S,

n

B(n,t) = Z((JC I zoi)2 +

i=1

1
(y — in)Q — T2> + COS2 ’(/}7
(22)

is a relaxed, time-varying control barrier function, where 7 is
the robot pose.

To prove this proposition we will shown that B(n,t) satisfies
the three conditions given in Definition 1.

Proof of Proposition 1: The first condition is B(n,t) > 0 for

all (n,t) € G. If (n,t) € G, then (7 — 20;)? + (Y — Yoi)* > 17
forall i € {1,...,n}, which implies from (22) that B(n,t) > 0
since cos? 1 > 0.
To prove the second condition, we use a strategy similar to
that of [19]. Thus, the function (22) is proper if its domain is
compact, which means is closed and bounded. For every fixed
time tg and (n,t) € G we can find a positive value L > 0
such that the following set

X(to) ={n [B(n,t) <L}, (23)

is not empty. The set X is bounded for all L > 0 if n € G,
since cos? 1 < 1, and it’s complement in R™

X¢(to) ={n|B(n,t) > L},

is an open set, so that X'(¢y) is a closed set. Therefore, X (¢()
is a compact set.

To prove the third condition, we firstly compute the derivative
of the function B(n,t), which is

(24)

. 0B . 5B 3B 53 .
B(T]aTvuvt) = Z(a + a % 7701')
=1
0B
= LyB(t+u)+ Z on
(25)
with
B i 0B 0B OB 2
LyB = - ([89& En %]Q(TIO e R, (26)
and
" 9B —2 -Toz Toi + (Y — ym)yOZ)
-~ — , 27
nm 121 I’*xm + (y y(ﬂ) 12)2 (

Where To; and ,; are the speed of the ith moving obstacle in
the x direction and y direction respectively.

Suppose we have m moving obstacles, than (27) became
—2((z = Toi)Zoi + (Y = Yoi)Yoi)

n n

Z ajhoi: Z

i=n—m+1 817 ot i=n—m+1 ((I - zmﬁ)Q + (y — yo,;)Q — 7’2,2)2 ’

(28)
We have that for every fixed time ¢y and (n,t) € G, then

(# —20i)? + (Y —Yoi)> —r? > 0forall i € {1,...,m}. Given
that ,; and g,; are bounded, this implies that
" OB
Z an Mo < 00. (29

1=n—m-+1 ot

Thus there exists a M > 0 such that

n

0B .
Z an Mot < M.
i=n—m+1 o

Which means there exist K > 0 and C > 0 such that

n

> 9B Ny < KB+ C.

i=n—m-+1 ot

(30)



Case 1: LyB = 0, thus

. 2 0B
B(naTvuat) = Z 67

i=n—m-+1

then the third condition is satisfied. Case 2: Ly B # 0
Let I € R and J € R to be defined as

Ny < KB+ C,

o

" OB
I.=L,B — N 31
0 T+;anoinm 31
and
J:=KB+C. (32)
If I <.J and u = 0, then
B(n,7,u,t)=1 < KB+ C
If I > J with
0, 1<J
0
= I—J
u=4_U-J) )LQBT— , 1>,
LB 1
kcoprptanh | —
h
then

- 1
B(T]a T, U, t) = kcBr Sln(2¢) tanh (h) ,

and we have that the hyperbolic tangent |tanh(-)] < 1 and
|sin(:)] < 1, by choosing C' > kcpr, this implies that
B(n,T,u,t) < KB+ C, then the third condition is satisfied.

(]

Remark 1: The term cos?(¢) is introduced in the control
barrier function (22) to ensure that the yaw rate part of
the collision avoidance controller is nonzero. In general, any
continuously differentiable, positive function of 1) can be used
to achieve this objective.

Based on the proof of Proposition 1 we have the additional
proposition.

Proposition 2: Consider the system (6), the safe time-
varying set (20), the safe graph set (19) and the time-varying
rCBF (22). Given the constants K,C > 0, the obstacle
avoidance control input

0, 1<J
0
p— I —
v —MLQBT— L I>
[LgB? 1
kcpr tanh E
(33)

ensures that the graph set (19) is an invariant set.

C. Shared Control

We consider a mixed-initiative interaction between the hu-
man and the UGV [61], in which the human can take control
of the robot at any time and drive it anywhere.

Denote the human control input as 75 (¢) and the input from

an automatic controller as 7.(t). A linear blending law is often
used, such as

T(t) = KhTh(t) + KcTc(t)v 34

where 7(t) is the shared control input, K;, > 0 and K. > 0
are arbitration matrices defined such that they form a convex
combination, i.e. K; + K. = 1, with 1 being the identity
matrix [61].

1) Human control: A two-axis spring-loaded joystick is
used to provide human input. By actuating the joystick handle,
a user can signal his/her intent to give the UGV a different
speed or steering direction from those commanded by the
automatic controller. When this occurs, the spring-loaded
joystick imparts a force, which is linearly proportional to the
zero position of the joystick

f:c = ks{i'ha
fl/) = kslz)hv

where k; > 0 is a spring constant, T is the displacement
along the surge direction, and Y is the displacement along
the steering direction. The surge speed control input from the
human is then

(35)

Tha = kheZh, (36)

where kp, > 0 is a constant, and the heading control input
from the human is

Thy = knyn, 37

where kp, > 0 is a constant.
Using (36) and (37), the total control input from the human

is given by
_ Tha
™= { Thep } ’

The following assumption is required to prove the stability of
the proposed shared control system.
Assumption 2 (Passivity): The Human-joystick system is
passive.
A passivity assumption is often used when analyzing the
stability of teleoperated systems [62]. In general, a system is
passive if every bounded input produces a bounded output. In
shared control, what we mean by passivity is that the human
does not intentionally apply an input that causes the output of
the system (i.e., the tracking error) to become unbounded.
Assumption 2 can be mathematically expressed as

(38)

t

/0 (fad1n — fed1)dt >0, (39)
where fj, is the force applied by a human, f, is an external
force applied by the environment, ¢;j is the speed at which
the teleoperated system is being displaced (e.g. the handle of
a joystick) and & is the speed at which the controlled system
is moving. Here, since the system is not manipulating its
environment, no external forces act on the system (apart from
disturbances, which are assumed to require minimal human
input to counteract), so that (39) becomes

¢
/ JrnEipdt > 0. (40)
0



Measures of a human’s intent to control the speed V}, and
direction Vj, of the system can be defined using Assump-

tion 2. Let & and ¢ be the rates at which the joystick handle
is moved away from the tracked position. Then, as shown
in [21], using (35) in (40), the measures become
t t ~
. d 1
fxihdt:/ kg o gt = Sk 20 (4D

Vhe =
’ 0 0 de

and
! - i 7 dl/;h 1 72
Vi = [ fuindt = [ kb St = kit > 0. @)
0 0
Note that V}; > 0 and V},,, > 0 whenever the joystick handle
is displaced from the tracked position in either the front-to-
back & # 0 or side-to-side directions ) # 0, and V},,, = 0 and
Vg = 0 only when 2 = 0 or 1[) = 0, making it a convenient
measure of the human’s intent to control the system.

2) Control input blending: As mentioned above, a mixed-
initiative approach is used where, V},,, and V},,, are used to
measure of the human’s intent to control the plant. The two
matrices K5, and K. in (34), are defined as

1 — e Vo 0
Ky = [ ( % ) (1 _erh,w) :| (43)
and
7Vhrp
KC = [ ¢ 0 e*?/h,w :| ? (44)

so that as V3, and V3, increase, the elements of K. decrease,
and the level of automatic control is reduced in favor of human
input. A block diagram of the shared control system is given
in Fig. 2.

Remark 2: In preliminary simulations, it was observed that

when separate terms involving exp(—Vjs) and exp(—Viy)
were used in the arbitration matrices the system exhibited
unstable behavior. The automatic control input is designed
to reduce the error between the actual state n(t) and the
desired state 1,(t). If the human activates the heading control
input 7, only, the automatic controller will try to drive the
robot back to the desired trajectory using the surge speed
control input T.,, and if the human activates only the surge
speed control input 7;, to move the robot away from the
desired trajectory, the automatic controller will try to drive
the robot back to the desired trajectory using the heading
control input 7. In both cases, the system exhibited unstable
behavior.
For this reason, when the human intends to drive the robot
using either the yaw rate 7, or the surge speed 7y, in other
words, when either V},,, or V},,, are activated, the effect of the
automatic part of the controller is reduced.

Assumption 3: Based on Remark 2, we assume that the
human operator has full control over the robot if either Vj,
or V, is activated.

Definition 2: We consider a joystick with two axes, Forward-
Backward and Left-Right. From Assumption 3 we can define

the human input 7, = [7,,  7yn]? as
0, |#h] < Croys 0] < Croy,
Toh = § knzThug, |1~7h‘ > OJoy7 W)h‘ < OJoya (45)
knztd, 1Zh| < Croys 10| > Croy-

07 th < CJm )

Td}h — B | 4 | Yy (46)
Erhyp¥n,  [n| > Coy-

where | - | represents the absolute value of a quantity, k.,

kny, and Cj,, are positive constants, Tj the is joystick
displacement along the Forward-Backward axis, and Uy is
the joystick displacement along the Left-Right axis. The
joystick displacements are scaled by the maximum positive
displacement along each axis so that their magnitudes are
constrained as |Z,| < 1 and || < 1. From experimental
observation we found that when we release the joystick the
values of Zj, and v, are not exactly equal zero. Thus, we use
a deadband of magnitude Co, > 0 and take 7,;, = 0 when
|Zr] < Cjoy and 7y, = 0 when |9y, < Cjoy. The Forward-
Backward human control input 7, in (45) is proportional to
the product of z; and the desired speed uy when activated, and
the Left-right human control input 7, in (46) is proportional
to @Z)h when activated.

The arbitration matrices introduced in (34) become

[a-ey o
and 7V

where V), = Vip + Vi

D. Main Results

The trajectory tracking problem for the human-robot shared

control system (6) can be solved by combining the human
control input 75 with the automatic control input 7. using
the blending law (34), which results in the shared control
input (34). While the collision avoidance problem can be
solved using the control input (33).
The magnitude of the human input is proportional to the
joystick displacement, which is bounded by design. The
boundedness of (9B/0n,) -7, does not contradict any of the
three conditions that require the function B to be a relaxed
time-varying control barrier function.

D.1. Stability analysis

The shared trajectory tracking controller with collision
avoidance (49) is the result of the combination of the
Lyapunov-based trajectory tracking controller (15), the human
control input (38), and the collision avoidance controller (33),
thus the stability analysis of the closed-loop human-robot
shared control system (6) can be divided into:

1) the stability of the closed-loop system (6) when we
apply only the Lyapunov-based trajectory tracking con-
troller (15);

2) the stability of (6) when we apply only human control
input (38);

3) the stability of (6) when we combined (15) and (38); and

4) the forward invariant of the safe graph space (19).



Human

foapdt
0
b Zny U
fq/; 77@]7, dt 1 Yh
0 Joystick
‘/hT Th
‘/hu‘)
Na
Desired Vg -
trajectory Controller -
) v
UGV >
+ n
F(n) n
Nd - Obstacles ™ SH+CBF v
; i

Fig. 2: Block diagram of the shared control system with collision avoidance, the blue part of the figure represents the block
diagram of the shared control system without collision avoidance, where 77 is the robot pose in the NED-frame, v the robot
velocities in the body-frame, F'(n) is the transformation function from the NED-frame to the body-frame, 7} is the robot pose
errors in the NED-frame, 7, is the robot pose errors in the body frame, in the block SH + C'BF we compute B, L,B, and
using the shared control input 7 and the collision avoidance control input © we compute U'.

The closed loop system (6) is asymptotically stable when
we apply only the Lyapunov-based trajectory tracking con-
troller (15) is asymptotically stable according to [60, Sec-
tion 5.4].

The assumption of passivity (Assumption 2) implies that the
human operator will not intentionally drive the UGV far away
from the operating region, such that the tracking errors become
unbounded. Thus, when only the human control input (38) is
applied, the output of the closed-loop system (6) is bounded.

To prove the stability of the closed-loop system (6)
when (15) and (38) are combined, we need to prove that the
shared controller (34) is bounded. Using the results of [21],
if (15) is bounded, and (38) is bounded, then (34) is also
bounded. The boundedness of (38) is ensured by assuming
that the speed of the moving obstacles is bounded.

The forward invariance of the safe graph space (19) is
ensured by the collision avoidance controller (33) in Proposi-
tion 2.

Based on this stability analysis we can derive the following
theorem.

Theorem 1: Consider the closed-loop human-robot shared
control system (6). Under Assumptions 1-3, the safe graph
space (19) is an invariant set if the shared trajectory tracking
controller with collision avoidance U is defined as

U =

T+ u, 49)

with 7 in (34) and u in (33).

Proof 1: The control input (49) is the sum of the collision
avoidance controller (33), which ensures that the robot will
stay in the safe graph set G, and the shared trajectory tracking
control input (34), i.e. T = K.7.+ K} T, which is the convex
combination of the trajectory tracking control input (15) and
the human control input (38). It is proven in [60, Section 5.4]
that the trajectory tracking control input (15) asymptotically
stabilizes the closed-loop system (6). Owing to Assumption 2,
the human does not intentionally drive the robot to instability
so that the human input (38) also stabilizes (6). Assumption 3
guarantees that the human can take control of the system when
he/she wants. Thus, the closed-loop shared control system (6)
is asymptotically stable.

]

V. EXPERIMENTAL SETUP

The mobile platform is a Sally robot produced by DS-
Automation of Linz, Austria (Figure 3). The Sally robot has
four wheels, where the two right and left wheels are driven by
electrical motors, and the fore and aft wheels freely turn and
pivot and are used to stabilize the robot. Table I summarizes
the main parameters of the Sally robot. A USB camera is
mounted on top of the robot and used by the human operator
to monitor the robot’s surroundings. A Light Detection and



Ranging (LiDAR) sensor is mounted at the front of the robot
for self-localization. Two odometry sensors are mounted on
the left and right wheels. A picture of the Sally robot with
the indication of the USB camera and LiDAR is shown in
Figure 3.

Camera

Fig. 3: The DS Automation Sally robot: the human operator
uses the USB camera to monitor the environment in front of
the robot, while the LiDAR is for self-localization.

TABLE I: Main parameters of the Sally robot.

Parameter Value [m]
Length 1.0
Width 0.7
Distance between left and right wheels 0.5
Wheel radius 0.075

The ground station consists of two monitors, a graphical
processing unit (GPU)-based server, and a CLS-P Side Stick
Active Force Joystick produced by Brunner Elektronik AG of
Hittnau, Switzerland. The fore-aft movement of the joystick
corresponds to a surge control input, and the side-to-side
motion of the joystick corresponds to a yaw control input. The
ground station and Sally robot communicate via WiFi, which is
connected directly to the server unit through an Ethernet cable.
The human user supervises the progress of the experiments
using the ROS graphical interface RVIZ. The ROS master with
the control nodes and the USB camera node run onboard the
Sally robot, while the RVIZ node with the joystick node runs
on the server unit. A schematic of the experimental setup is
shown in Figure 4.

A. Mapping

The experimental demonstration of the proposed shared
control system was implemented in a crowded indoor envi-
ronment, in which the robot’s dimensions are 72 cm x 58 cm
x 55 cm (length x width x height). The crowded indoor

Joystick

1FL

Ground
station

WIFI Anteng|

Fig. 4: Block diagram of the ground station and the Sally robot.
The arrows indicate the direction of the flow of information
between components. The Sally robot has a USB camera,
Odometry, and LiDAR sensor.

environment is a 7 m x 15 m room with two doors with a
90 cm width and a 2 m x 20 m corridor.

A map of the laboratory in which the experiment was
conducted was created by manually teleoperating the robot
within the test area using a joystick. During this process,
the output of the LiDAR and odometry sensors is used by
the gmapping node to construct a map. The ROS graphical
interface RVIZ provides visualization of the map in real-time.
Figure 5 presents a screenshot of the created map.

Fig. 5: Screenshot of the map created for the floor in RVIZ.
The blue line is the reference trajectory, and the black dots
are the obstacles.

B. Control gains tuning

The Lyaponuv-based trajectory tracking controller (15) is
designed to reduce the error between the robot pose and
the reference trajectory, while the collision avoidance con-
troller (33) is designed to steer the robot away from obstacles.
Since the reference trajectory is time-dependent, the error
between the robot pose and the reference trajectory can
become large during an obstacle avoidance maneuver. When
this happens in a crowded environment, the robot may not be
able to return to the reference trajectory after the avoidance
maneuver if the controller is not properly tuned. For this
reason, the trajectory tracking controller (15) and the collision
avoidance controller (33) are carefully tuned to ensure the
robot continues to follow the reference trajectory when the
tracking errors are large.



TABLE II: Control parameters.

Parameter Value Description

ke 0.9 Surge speed gain

ky 1 Yaw rate gain

K 0.5 Collision avoidance constant

C 0.5 Collision avoidance constant
kne 0.5 Human surge speed control gain
Khayp 0.5 Human yaw rate control gain
ks 5 Joystick spring constant

c 0.25 Scaling factor constant

Uq 0.5 [m/sec] | Desired surge speed

T 0.2 [m] Min. safe distance to 5*P obstacle

A similar problem with large tracking errors occurs when
the human operator drives the robot far from the reference
trajectory. We must ensure that the robot will return to the
reference trajectory when the joystick is released.

To provide a starting point for experimentally tuning the
controllers, they were first manually tuned using a ROS
Gazebo simulation model of the Sally robot. The various
controllers were tuned in the following order:

1) the trajectory tracking controller (15);

2) the trajectory tracking with collision avoidance con-

troller (33); and

3) the shared trajectory tracking controller (34);

The controller gains obtained from the simulations were then
experimentally refined (manually) using the physical platform.
Tuning experiments were conducted in the same order as
the tuning simulations. The final controller gains selected are
presented in Table II.

VI. EXPERIMENTAL RESULTS

Consider a scenario in which the Sally robot is used as
a service robot [63], [64]. For instance, in a search-rescue
scenario, where the robot is used to survey the floor of a
building. A user can give the robot a predefined task, which
is performed while following the reference trajectory and
remotely monitoring its progress using the camera mounted on
top of the robot. The user can also manipulate the joystick to
move the robot away from the reference trajectory, as needed,
for example, to better see a dark region of the survey area more
closely, or more slowly, examining the dark region. When the
user releases the joystick the robot must return to the reference
trajectory to resume its assigned task.

A spline interpolation on a set of points X € R™ and Y €
R™, where m is the number of points, is used to generate the
reference trajectory, as explained in Section III. The reference
trajectory used in the experiments is shown in Figure 5. The
desired surge speed is ug = 0.5 [m/sec], and the desired yaw
rate is the derivative of 1)y where

Pg = tan™! <yd> ,
g

in which ¢4 and ¢, are the first derivative of resulting
trajectory from the sets X € R™ and Y € R™, respectively.

We consider four obstacles, including three static obstacles
represented by cones with 0.2 meters diameter located at
Mo, = [0,1], 1m0, = [0,0], 7o, = [10,4], and one virtual
moving obstacle, which tracks an L-shaped trajectory. The

(50)

obstacle trajectory is created using spline interpolation, as
described in Section III, on the set of points X,;s € R and
Yops € RI' at a constant speed of u, = 0.2 [m/sec], where
m, 1s the number of points. The safe distance is taken to be
r; = 0.2 [m] for ¢ € {1,2,3,4}. Thus, the distance between
the robot and any obstacle should be greater than r;. This is
checked by monitoring the denominator of the control barrier
function (22) during the experiments. In addition, the error
between the robot pose 17 and the desired trajectory 1, is used
as a metric for measuring the effectiveness of the trajectory
tracking controller. The pose error is defined as

Ep = |n—mnq4l,
= V(@ —20)%+ y—va)?+ (W — )2,

where (v — x4) and (y — yq4) are the position error in meters,
while (1)—1)4) is the angular error in radians. The testing of the
shared trajectory tracking control with collision avoidance (49)
is performed in two stages: 1) in the first stage, the trajectory
tracking with collision avoidance, and 2) in the second stage,
the shared trajectory tracking controller.

61V

A. Trajectory tracking with collision avoidance

The first experimental testing is for the trajectory tracking
controller (15). The trajectory of the Sally robot and the
desired trajectory are presented in Figure 6. The Sally robot is
controlled by the trajectory tracking controller (15). The Sally
robot can follow the desired trajectory with the pose errors
shown in Figure 7, where the jumps on the error are caused
by the sharp turns in the trajectory in which the difference
between the robot heading angle and the trajectory angle
become greater than 7 /2. However, the trajectory tracking
controller recovers from this error in less than 1 second.

9 -—-DT

—TTC

— Static obstacles
Moving obstacles

y [m]

5 10
X [m]
Fig. 6: DT is the desired trajectory, TTC is the actual trajec-
tory, the red circles represent the static obstacles, the black

circle represents the moving obstacle, and the arrow indicates
the direction of the moving obstacle.

Now we consider a combined controller in which the
trajectory tracking controller (15) drives the Sally robot to
follow the reference trajectory, while the collision avoidance
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Fig. 7: The pose error (E,) defined in (36) is the error between
the desired trajectory and the Sally robot’s actual trajectory,
the jumps in the error value are caused by 90° turn, in which
the angular error becomes greater than 7 /2.

controller (33) prevents it from colliding with the four obsta-
cles (three static obstacles Obsy, Obsy, Obss and one moving
obstacle Obss). The Sally robot trajectory and the desired
trajectory are plotted in Figure 8, where we can see that the
trajectory tracking controller with collision avoidance allows
the robot to follow the reference trajectory and avoid collision
with the obstacles. In Figure 9, we show the denominator of
the control barrier function (22) in both, which indicates how
the collision avoidance controller can keep the robot in the
safe zone by keeping the denominator greater than zero.

9t -—=-DT

—— TTC+CBF

— Static obstacles
— Moving obstacles

y [m]

X [m]

Fig. 8: DT the desired trajectory, TTC+CBF the Sally robot’s
actual trajectory, the red circles represent the static obstacles,
the black circle represents the moving obstacle, and the arrow
indicates the direction of the moving obstacle.

B. Shared trajectory tracking controller

Here, we explore shared control in which the trajectory
tracking controller (34) is combined with input from a human
operator. The human uses the joystick to make the robot avoid
collision with the first two static obstacles obsy, obs, and the

1 T T T T
——NO-CBF
——CBF
E
i
= |
Q
0 : : : :
0 10 20 30 40 50 60
Time [sec]

Fig. 9: NoCBF the variation of the control barrier function
denominator when there is no collision avoidance controller,
and CBF when we consider the collision avoidance controller.

moving obstacle obsy. The trajectory of the robot and the
desired trajectory are shown in Figure 10. Figure 11 shows the
activation function, which is activated as the robot approaches
the first two static and moving obstacles.

Test Outcomes: The two tests demonstrate that the pro-
posed shared trajectory tracking controller with collision
avoidance can allow a UGV to perform tasks in a confined
environment such that:

1) The pose error E, is less than 0.03, except in 7/2 turn
in which the angular error became greater than /2, and
the trajectory tracking controller reduces the pose error
to E, = 0.02 within time less than 2 seconds.

2) The human user drives the robot between the time 2.5
seconds and 6.3 seconds to avoid collision with the static
obstacles located at (0,0) and (0,1), and between the
times 43.2 seconds and 46.6 seconds to avoid collid-
ing with the moving obstacle. During both these time
intervals, the switching between the human authority and
trajectory tracking controller does not cause any bad
behavior of the robot. The trajectory tracking controller
brings the robot back to the reference trajectory each time
the human user releases the joystick.

3) The collision avoidance controller drives the robot to
the right of an obstacle to avoid a collision. The tuning
for the collision avoidance controller allows the robot to
avoid collision with obstacles without going very far from
the reference trajectory; for instance, the robot avoids
collision with the two obstacles (0, 0) and (0, 1) by going
between them.

VII. CONCLUDING REMARKS

Here, we have shown that a closed-loop shared control
system consisting of a human operator and an uncrewed
ground vehicle can safely operate in an environment with static
and moving obstacles. A Lyapunov-based trajectory tracking
controller combined with a collision avoidance controller
based on a relaxed control barrier function is the automatic
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Fig. 10: DT is the desired trajectory, SH is the shared trajec-
tory, the red circles are the static obstacles, the black circle
is the moving obstacle, and the arrow indicates the moving
direction of the obstacle.
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Fig. 11: The exponential of the minus of the activation
function.

input to a differentially steered UGV. A linear blending law
permits the system to switch between automatic control and
human input. Of special significance is the fact that the human
and the machine are not collocated. It is hoped that the results
of the work can be used as a comprehensive example of how
shared control between a human and non-collocated machine
can be implemented for many important applications, such as
agricultural inspection, monitoring, spraying, and harvesting,
as well as for other applications that occur in remote or
difficult to reach environments, such as search and rescue.
We note that when the human and robot are not collocated,
additional challenges are introduced, such as providing the
human with adequate situational awareness and ensuring that
communication delays do not cause instability. We plan to
explore these issues further in future work.
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