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Abstract

This work aims to review the state-of-the-art deep learning architectures in Cyber Security applications by highlighting the

contributions and challenges from various recent research papers.
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Abstract—Deep learning (DL), a novel research direction in
machine learning (ML) field, has achieved great success in
many classical artificial intelligence (AI) tasks in comparison to
classical ML algorithms (CMLAs). DL architectures are relatively
recent and currently wisely used for diverse Cyber Security
applications. This work aims to review the state-of-the-art DL
architectures in Cyber Security applications by highlighting
the contributions and challenges from various recent research
papers. Initially, the concepts of most popular ML algorithms
and DL architectures are discussed along with the mathematical
representations. Following, we review the emerging researches of
DL architectures for diverse anticipated applications of Cyber
Security. This include Intrusion detection, Malware and Botnet
detection, Spam and Phishing detection, Network traffic analysis,
Binary analysis, Insider threat detection, CAPTCHA analysis,
steganography. Additionally, the importance of DL architectures
are discussed for cryptography, cloud security, biometric security,
smart cities specific to Internet of things (IoT) and fog comput-
ing. We discuss the importance of big data, natural language
processing, signal and image processing, blockchain technology,
casual theory key concepts towards Cyber Security. Finally the
paper concludes with a summary of the current state-of-the-art,
a critical discussion of open challenges and directions for future
research additionally we propose and discuss general DL based
Cyber Security system.

Index Terms—Cyber Security, Machine Learning, Neural Net-
works, Deep Learning.

I. INTRODUCTION

RECENT days Internet and its technologies have become
ubiquitous due to the rapid advancement in technologies

particularly cloud computing, mobile computing, fog comput-
ing, IoT, etc. Internet has become an essential resource for
people: in 2014, about 40% of the world’s population uses the
Internet and this figure increases up to 78% in the developed
countries [1]. People very soon realized that the best way not
only to promote sketchy products but also to steal account
credentials, and spread computer viruses was to utilize the
medium of wide distribution and free transmission created by
researchers who had connected computers together by means
of Internet to create a communications network that offers
some value. All chunks of information concerned to Internet
technologies and information stored in data bases, transmitted
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over the network can be protected by following the methods
available in the field of Cyber Security.

Nowadays it seems that not a day goes by without a new
story on the topic of Cyber Security, either a security incident
on information leakage, or an abuse of an emerging technology
such as autonomous car hacking, or the software we have
been using for years is now deemed to be dangerous because
of the newly found security vulnerabilities. Furthermore, as
systems become increasingly complex and interconnected, it
becomes harder and harder to ensure that there are no bugs
or back doors that will give attackers a way in. According
to the Symantec cyber crime report [2], the overall number
of vulnerabilities has increased by 13% in 2018. Similarly,
according to Cyber Security Ventures [3], zero-day exploits
seen in the wild will grow from one per week (in 2015) to
one per day by 2021. It is practically impossible for a human to
keep pace with the sheer number of Cyber Security events (and
related activities) on a daily basis on top of an already daunting
threat landscape [3]. Furthermore, there is a crisis of skilled
Cyber Security practitioners. According to study [4], the Cyber
Security job market will grow by approximately 6 million
USD globally by 2019, with potential shortages of trained
professionals up to 25%. Automation of decisions and actions
based on network and system generated alerts has the potential
to help overcome the challenges related to security and privacy
- both in a technological and business operations (e.g. labour
shortages) dimension. The accurate detection of cyber-attacks,
cyber-threat, intrusions and malicious software programs is
an increasingly important problem in Cyber Security for ICT
systems. Because the single incident related to cyber-attacks,
cyber-threat, intrusions and malicious software programs can
cause millions of dollars of damages. The increased vulnera-
bility in data related to personal, corporate, and government
information places a new urgency on Cyber Security.

Cyber Security has become an important area of research
due to the explosive growth in the number of attacks to
the computers and networks. This contains a set of concepts
and procedures to protect ICT systems and networks, both
hardware and software from malicious software programs
and more importantly data from unauthorized access, theft,
disclosure, as well as intentional or accidental harm [6].
Cyber Security evolves over time as the technology evolves
to cope with the new types of patterns of malicious activity.
To attack various threats, ID, social network security, malware
analysis, advanced persistent threats, web application security,
and applied cryptography, are few used tools in Cyber Security.
However, even spam remains a major focus in an email system.
This is also called as information technology security or elec-
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tronic security. More formally Cyber Security is defined by [7],
the preservation of confidentiality, integrity and availability of
information in the Cyberspace. Cyber Security is a broad terms
and it includes information security, network security, Internet
security, Critical information infrastructure protection, cyber
crime, cyber safety and ICT security. Information security
deals with protection of electronic data from unauthorized
access.

Network security includes integrity of networks and it sup-
ports the flow of information on networks within organizations
and users. Internet security is an extension of network security
which deals with the protection of Internet related services,
ICT systems and networks. Critical information infrastructure
protection deals with the confirmation of systems & networks
protection and it also stays safe against information security
risks, network security risks, Internet security risks, as well
as Cyber Security risks. Cyber crime deals with criminal
activities carried out in the cyber space. Cyber safety deals
with the protection against various attacks in the cyberspace.
There is no definition defined by ISO for ICT security, but it
deals with the technical origins of computer security and the
CIA principle.

Even though there is an increase in miscreants and adver-
saries in the field of Cyber Security over time, there has been
no change in general threat categories. The main objective of
security research is to prevent the attackers from achieving
their goals and therefore, it is extremely important to have
a good knowledge of various types of attacks. The existing
Cyber Security systems have not adapted fast enough. In this
dynamic technology environment, the only way to have a
solid cyber defense is to have an adaptive Cyber Security
framework that reacts and responds to changes proactively.
Cyber Security world is rich with information, various logs to
malware files, network traffic, just to name a few. The Cyber
Security domain generates huge amount of data from network
sensors, logs, and endpoint agents. Processing and extracting
information from huge amount of data can provide information
about malicious activities. The constant increase in the number
of attacks to the ICT systems indicates that the classical Cyber
Security tools and practices are not able to cope with the
sophisticated threat landscape. Due to the large volume, large
variety, large velocity and large veracity as the Big Data (BD)
characteristics, BD causes many challenging issues on Data
Mining (DM) and information processing. The data generated
by various Internet technologies required to be processed to
apply analysis. This analysis facilitates to extract the hidden
features to differentiate between normal and malicious activ-
ities. The legacy Cyber Security solutions such as network-
level and host-level firewalls, antivirus software, Intrustion
Detection Systems (IDSs), and intrusion protection systems
(IPSs) available in market are effective at detecting the known
malicious activities. These solutions are based on rule based
and rules have to be continually updated by Cyber Security
domain experts. These systems completely fail to detect new
types of malicious activities. Additionally, the legacy Cyber
Security solutions are ineffective due to the reason that the
amount of malicious activities landscape is rapidly changing
and increasing. These huge volume data typically called as

BD that creates additional challenges to Cyber Security. BD
analytics has the capability to collect, store, process and
visualize very large volume of data. Therefore, applying BD
analytics to Cyber Security becomes critical and a new trend.
The utilization of data from networks and computers facilitates
the analysts to discover important patterns for legitimate and
malicious activities.

As the technology evolves over time, the data generated
by the end user system will follow different patterns. More-
over these technologies might suffer from vulnerabilities. The
methods that we adopt should be capable to recognize the
new kind of patterns that the system gets. Due to today’s
rapidly evolving technologies, security researchers are explor-
ing the applicability of cognitive technologies typically called
as cognitive security system which is basically ML to better
anticipate and defend against cyber threats. AI as a Cyber
Security tool is expected to capture a large market and it is
clear that AI has the potential to impact the Cyber Security
space [8]. Furthermore, there is sufficient market interest in
both commercial (financial incentives) and academic research.
It is understood that, there is a potential to mislead ML/DL
deployment as discussed in existing literature [9], [10].

In recent years, ML and DL has become an essential tool for
various applications in the field of NLP, computer vision and
speech processing. The DL architectures have obtained better
performance in compared to CMLAs and more importantly
outperformed human performance in several computer vision
and health related applications [11]. In recent days, the security
researchers are employing DL methods to handle evolving
malicious activities landscape. The application of ML and DL
techniques are quickly moving past the domains of the schol-
arly world and theoretical fiction to enter the business standard.
One of the major disadvantages of CMLAs is the reliance
on the feature engineering methods. Feature engineering is a
method dictated by domain experts to identify the important
features or properties of each problem. DL scales well for
very large amount of data samples compared to CMLAs since
it can capture the important features from complex systems
[9]. As the data of Cyber Security continuously grow day
by day with the evolution of technology, the performance of
DL based solutions also improve. CMLAs are shallow models
where as DL architectures are deep in nature. Generally, DL
architectures are composed of more than one hidden layer that
helps to learn hierarchical representation. These architectures
have obtained state-of-the-art performance is several long
standing AI tasks. In recent days, variety of DL architecture
designs have blossomed in the context of Cyber Security. On
the other side, attackers are using the same tools to increase
the sophistication of their attacks [11]. Thus, the DL based
systems have to stay ahead of the bad actors.

A. Existing Surveys on Machine Learning and Deep Learning
Applications in Cyber Security

Though there are many related surveys based on machine
learning and deep learning applications in Cyber Security
exist, to the best of our knowledge, a detailed survey on DL
applications was not surveyed in such scope yet. In [626],
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[627], [628], [629], [630], [631] describes classical machine
learning frameworks for solving Cyber Security problems
without including deep learning methodologies. Even though
other authors have utilized deep learning frameworks for
cyber security but for a very narrow set of applications of
cyber security. [632] focusing on attacks related to intrusion
detection whereas in [633], the work covers attacks related to
not only intrusion detection but spam detection, and malware
analysis also. [634] is a summary and review of the work
related defending cyber-physical systems. Work related to
Machine learning as well as deep learning methodologies for
securing IoT technology was discussed in [635]. The speciality
of this paper is that it covers a wide range of cyber attacks as
well as the frameworks utilized for detecting them. The Deep
learning frameworks used in this paper include CNNs, RNNs,
and GANs. In [636] proposed a generalized deep learning
framework for Cyber Security. The framework composed of
sub modules for network traffic, android apps, PE files, emails
and websites data analysis using deep learning. Additionally,
the deep learning based works of each sub modules are
summarized in detail. The article also provides a short tutorial
on various deep learning architecture. In [637] surveyed the
deep learning applications in detection of various attacks
including malware, spam, insider threats, network intrusions,
false data injection, and malicious domain names used by
botnets. Additionally, the authors discussed the importance of
benchmark datasets in Cyber Security.

B. Literature Search Methodology
Various journals and conference proceedings were covered

by the literature search of this survey. Paper published in arXiv
had been gone through because of nature of the work of this
paper.

First, we reviewed survey-oriented journals related to ML
and DL applications in Cyber Security like IEEE Communica-
tion Surveys and Tutorials, IEEEAccess other reputated jour-
nals and arXiv. Subsequently, we used IEEE Xplore, Google
Scholar, and ACM Digital Library in order to search for
the related papers utilizing the queries ”Cyber Security with
”Machine learning, ”Cyber Security with ”Neural Networks,
”Cyber Security with ”Deep Learning and ”Deep Leraning”.
Later, we looked at the papers for publication citations or cited
by already found works. We also looked at papers having the
same author. The publications are presented in chronological
order from 2000 to Mar, 2019. The papers published before
2000 are not incorporated into this work except when they are
still highly relevant or have fundamental contribution. Despite
the fact that the quantities of citations assessed by Scopus
and Google Scholar used to identify the most influential
research papers, we didn’t take into account citation as the
main important factor to choose the papers.

In this work, we systematically summarize all the published
deep learning based Cyber Security applications related arti-
cles. The major contributions of the present survey of deep
learning applications in Cyber Security research work are as
follows:

1) Deep learning architectures that have been employed for
various Cyber Security applications are reviewed and a

walk-through of their evolution is provided. Addition-
ally, this survey work summarize, compare and contrast
the various deep learning architectures and forward a
detailed understanding of the past, present and future
deep learning applications in Cyber Security.

2) The classification of deep learning applications in Cyber
Security based on the type of architecture and applica-
tion, year, text representation, type of dataset and com-
parision with classical machine learning is presented.

3) Various issues and major challenges existing in Cyber
Security applications involved in off-line and real-time
deployment are discussed. Additionally, the importance
of shared tasks in the field of Cyber Security is ex-
plained.

4) Importance of reinforcement learning, adversarial ma-
chine learning, and transfer learning applications in
Cyber Security is examined.

5) Role and importance of big data in the field of Cyber
Security are discussed.

6) Importance of Cyber Security in the field of smart
cities, pervasive computing, biometric, IoT, fog com-
puting, cloud technologies, and autonomous vehicle is
discussed.

7) Significance of unsupervised learning for Cyber Security
over semi-supervised and supervised learning is summa-
rized.

8) Role of natural language processing, signal and image
processing in Cyber Security applications is summa-
rized.

9) Importance of explainable AI, visualization and hybrid
framework in Cyber Security is summarized.

10) Many publically available datasets for various Cyber
Security applications are reviewed and suggestions for
future research directions are provided.

C. Paper Organization

This paper is divided into twenty five sections. Section II
discusses various CMLAs and DL architectures. Section III
discusses the application of NLP in Cyber Security. Section
IV discusses the importance of signal and image processing
techniques for Cyber Security. Section V discusses the im-
portance of BD for Cyber Security. Section VI discusses the
major issues exists in Cyber Security and the importance of
shared tasks in Cyber Security. Most commonly used statistical
measures in the context of DL based applications in Cyber
Security are reported in Section VII. Section VIII discusses
the importance of transfer learning approach in Cyber Security.
Section IX contains adversarial DL in Cyber Security. Section
X contains Reinforcement Learning (RL) in Cyber Security.
Application of DL in Cyber Security in Section XI. Section
XII contains the importance of DL in IoT security. Section
XIII contains the importance DL with blockchain technology
in Cyber Security. Section XIV contains the significance of
DL in cryptography. Section XV discusses the importance of
DL in cloud security. Section XVI discusses the importance of
DL in biometric security. Section XVII contains information
of DL based Cyber Security in fog computing. Section XVIII
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contains the DL and Cyber Security in pervasive comput-
ing. Section XIX discusses the importance of unsupervised
learning in Cyber Security. The major challenges involved in
Cyber Security applications off-line and real-time deployment
is discussed in Section XX. Section XXI contains the role of
explainable AI in Cyber Security. The importance of casual
theory with DL in Cyber Security is discussed in Section XXII.
The detailed statistics of DL applications in Cyber Security is
reported in Table XXIII. The suggested Cyber Security system
is an organization is discussed in detail in Section XXIV.
Finally the conclusion is placed in Section XXV.

The intended audience of this survey includes any Cyber
Security researchers, i.e. who is interested in applying DL
applications for Cyber Security particularly to understand
why the CMLAs achieves less performance compared to DL
techniques for Cyber Security applications. The sections II,
and III are intentionally designed for novice Cyber Security
researchers which provides theoretical and mathematical back-
ground of CMLAs, DL architectures and text representation
of NLP. There is also a table included in each of the two
sections (Tables II-III) that summarizes the CMLAs, DL
architectures and various text representation methods in NLP.
The importance of signal and image based data Cyber Security
data representation method are discussed in Section IV. This
type of representation method have been remained as one of
the important research directions and anticipated to be more
research works in this direction. An important section that need
to understand is Section V which provides the terminologies of
big data and big data frameworks. The Section V also contain
a table that provides the detailed information of various deep
learning libraries. Section VI lists the major challenges and
issues in the existing study and contains two tables in which
the first table provides the names of all the benchmark datasets
and the second table lists out all the shared tasks. The Sections
VI, and XX can provide important information for novices and
advanced Cyber Security researchers. We also discussed the
most commonly employed statistical measures in Section VII.
Probably the most interesting part of the DL applications in
Cyber Security survey can be found in Section XI. Section XI
contains tables for each Cyber Security problems. The table
includes the type of dataset and deep learning architecture,
and information related to results comparison of classical
machine learning algorithms and deep learning architectures.
In XI section, there are several subsections in which intrusion
detection subsection is organized based on the dataset used.
The KDD-CUP, NSL-KDD and Mixed segments are further
divided based on the presence of ML comparative study. The
mixed segment contains various deep learning based intrusion
detection solutions where the models are trained on multiple
datasets. DL based DGA, URL, Email and Security log data
analysis subsection in XI is organized as Email, DGA, URL
and CAPTCHA segments. The DGA and URL segments are
further divided based on DL architecture (Uni-directional RS,
CNN, DNN, AE DBN, Hybrid CNN-RS, Bi-directional RS,
Mixed). The mixed division contains DL studies where several
multiple models are proposed. Deep Learning in Network
Traffic Analysis subsection in XI is organized based on the
presence of ML comparative study. Deep Learning in Windows

Malware Analysis subsection in XI is organized based on
the DL architectures. Deep Learning in Android Malware
Detection subsection in XI is organized based on the analysis
(static, dynamic, Both static and dynamic, Image processing).
The static segment is further divided based on the presence of
ML comparative study.

Other Sections IX, XIX, VIII, and X are very important
and anticipated to be a significant research direction in future
for DL Cyber Security research. The section IX is organized
into four subsections based on the adversarial applications
in DGA, Malware, IDS and attack and defence techniques.
The section X is organized into two subsection based on
RL based IDS and other RL applications in Cyber Security.
The importance of Cyber Security in the emerging areas are
discussed in Sections XIII, XIV, XV, XVI , XVII, XXII,
and XVIII. Readers are advised to read Section XXIII that
contains the detailed statistics of DL applications in Cyber
Security. Various plots are used to showcase the statistics of
different DL architectures, Cyber Security applications, text
representation, published papers in chronological order from
2000 to Mar, 2019. Cyber Security practitioners are advised to
read Section XXIV that contains a generalized framework for
Cyber Security and deep learning practical implications and
open problems in the Cyber Security field.

II. BACKGROUND ON CLASSICAL MACHINE LEARNING
ALGORITHMS AND DEEP LEARNING ARCHITECTURES

Artificial intelligence (AI) means applying intelligence to
vast amount of data with the aim to derive meaningful results.
The term AI is a broad term that was coined by John
McCarthy in 1955 and he defined AI as the ”science and
engineering of making intelligent machines”. ML is a subset
of AI which was introduced in 1950s. As the technology
evolved, the amount of data increased in turn making the
concept popular in 1990s. Mathematics and statistics are
core important concepts in ML. These algorithms primarily
discover patterns, correlations and anomalies in the data which
varies widely in complexity. The outputs of ML algorithms are
represented in terms of probabilities and confidence intervals.
Manual analysis of these huge amount of data becomes a
difficult task so ML algorithms are employed to automate
the learning process. ML has pervaded Cyber Security in
the last decade [11]. The algorithms in ML can be grouped
into five different types, they are supervised, semi-supervised,
unsupervised, reinforcement and active learning. Supervised
learning algorithms are task-driven which relies on the labels
of the sample input. For example in malware detection, we
need to label whether the file is malware or legitimate. This
kind of ML relies on preprocessing and feature engineering.
Most commonly used CMLAs are Naive Bayes (NB), Lo-
gistic regression (LR), Decision Tree (DT), Ada Boost (AB),
Random Forest (RF) and Support vector machine (SVM). The
diagrammatic representation as well as mathematical details of
these various and most commonly used CMLAs are reported
in Table I. Unsupervised learning is a data driven approach.
These models require only the data samples and implicitly
learn the label based on the distribution of the data. Even
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though the performance of unsupervised models is less when
compared to supervised models, they are preferred in real-
time Cyber Security applications as labeling data manually is
a tedious task. Semi-supervised learning, as the name implies,
combines both the supervised and unsupervised learning to
get benefits from both the approaches. RL is an environment
driven approach which works based on rewards. It is similar to
learning system of a kid where the learning system is improved
by a trial and error approach. Most of the DL based real-time
systems in current days are based on RL. This is a suitable
method for malware and botnet detection in the domain of
Cyber Security. Active learning is a sub method of RL that
contacts the user whenever a new data sample is seen. CMLAs
composed of 3 main steps. They are given below.

1) Raw data collection
2) Feature extraction
3) Classification

Feature extraction is an important step in feature engi-
neering which requires knowledge about the subject. The
performance of the classifier implicitly relies on the feature
extraction. NN is a machine learning technique which was
introduced in 1950s. It is capable of automatic feature ex-
traction and classification with out human intervention. The
performance of the classical NN is considerable to a certain
extent. However, feature engineering phase can be completely
avoided by using advanced NN typically named as DL. The
training and testing process involved in CMLAs and DL
architectures are represented in Figures 1 and 2 respectively.
This made the DL to achieve the best performance in long-
standing AI applications related to various domains.

Fig. 1. Classification process involved in machine learning.

In recent days, DL has become a focal point for both
the security researchers and people from security industries.
Classifications of DL architectures are shown in Figure 3.
ML, NNs and DL are all cognate words that influence any
conversation about AI. There is an often confusion among
all these fields. DL is a sub-field of ML that evolved from
NNs. This imitates the way human brain works in the sense

Fig. 2. Classification process involved in deep learning.

of processing data and creating patterns for use in decision
making. NNs are the main important component in DL and
generally DL means ”many NNs”. When the NNs are deep, the
most common problems that arises are vanishing & exploding
gradient issue and most importantly unavailability of high
performance computing systems. In recent days, with the
advancement in computing systems, introduction of new types
of DL architectures and improvements in optimizers, activation
functions, loss function, the vanishing and exploding gradient
issues has been avoided. DL is now being employed in various
problems existing in Cyber Security and it performs well
in all use cases of Cyber Security in comparison to the
classical ML. DL architecture can be classified into generative
and discriminative and it is shown in Figure 3. Generative
category composed of deep Boltzmann machine (DBM), Deep
Autoencoder (DAE), deep belief network (DBN), recurrent
structures and discriminative category composed of recurrent
structures and convolutional neural network (CNN). Recurrent
structures and CNN most commonly used DL architectures.
Both DBN and DBM are based on the restricted Boltzmann
machines (RBM). The GANs belong to both the generative
and discriminative DL architecture category.

Artificial neural network (ANN) is a set of units (artificial
neuron) connected together with edges, shown in Figure 5.
Feed forward network (FFN) is a type of ANN in which edges
connects a set of units in such a way that the connection is
in single direction as well as there are no formation of cycle.
Multi-layer perceptron (MLP) is a part of FFN which has three
or more layers with a various number of units shown in Figure
4. The three layers in FFN are called as input, hidden and
output layer.

1) Input layer: It takes input which will be processed by
the FFN.

2) Hidden layer: Learns features.
3) Output layer: It displays the result that is processed by

the FFN.

The network uses BP approach to minimize the loss during
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TABLE I
MOST COMMONLY USED CLASSICAL MACHINE LEARNING ALGORITHMS (CMLAS).

Algorithm Description Mathematical Background
Logistic
regression
(LR)

Logistic regression (LR) is primarily used when
the dependent or output variable is nominal. LR
uses the log-odds of the probability of an event
which is a linear combination of independent or
predictor variables. LR uses Sigmoid activation
function which results in either ’0’ or ’1’.

σ(z) =
1

1 + e−z

where z defines the input value.

Nave Bayes
(NB)

Naive Bayes uses Bayes theorem in which fea-
tures are independent in nature. It is simple to
build because the algorithm doesn’t involve any
parameter estimation. Thus it can work on very
large datasets.

P (c|x) =
P (x|c)P (c)

p(x)

P (c|x) = P (x1|c)× P (x2|c)× · · · × P (xn|c)× P (c)

where c denotes class and x denotes input values, P (c|x) posterior probability of
c given the data x, P (x|c) proability of input x given that the hypothesis was true,
P (c) prior probability of c, P (x) is prior probability of x

Decision Tree
(DT)

A Decision Tree (DT) is a tree like diagram. A
tree is composed of nodes and edges. A node
has condition on feature and edge contains the
output. Each leaf node of the tree denotes a class
and a path from parent to leaf node represent
classification rules.

Tree splitting uses Gini Index, Chi-Square and Information Gain methods.

K-Nearest
Neighbor
(KNN)

K-nearest neighbor (KNN) is a non-parametric
approach which stores all the possible cases and
using similarity measure i.e. distance function
classifies other new cases. It is computationally
expensive and requires larger memory because
it stores the entire training data.

Most commonly used distance function is Euclidean distance.

Ada Boost
(AB)

Adaptive Boosting (AB) which aims to convert
a set of weak classifiers into a strong one.

F (x) = sign(

M∑
m=1

θmfm(x))

where fm stands for the M th weak classifier and θm is the corresponding weight.

Random For-
est (RF)

A DT with many leaf nodes can see overfit,
to alleviate it random forest can be used. This
makes a prediction by averaging the prediction
of each component tree. As name suggests,
random forest has many trees and those are ran-
dom in nature. Random forest uses the bagging
method which enhances the performance.

Λ

f =
1

B

B∑
b=1

fb(x
′
)

where B denotes bagging, fb is a classification, x
′

denotes unseen training samples.

Support
vector
machine
(SVM)

Support vector machine (SVM) can be linear and
non-linear classifier. It finds a hyper plane and
separates the training set with maximal margin.
The points near to the separating hype plane are
called support vectors and they determine the
position of hyper plane. If the training dataset
is not linearly separable then it can be mapped
to high-dimensional space using kernels where
it is assumed to be linearly separable.

SVM problem formulation is

min ‖w‖2 + C

n∑
i=1

ξn (L1− SVM)

min ‖w‖2 +
C

2

n∑
i=1

ξn (L2− SVM)

Subject to

yi(w · φ(xi) + b ≥ 1− ζi ζ1 ≥ 0)

(xi, yi) input data samples, φ(x) is a transformation on the input data, ζi is a
salck variable, C is a penality parameters Most commonly used kernel functions are
linear, radial basis function (RBF), polynomial and hyperbolic tangent.
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TABLE II
MOST COMMONLY USED ACTIVATION FUNCTIONS.

Activation
Function

Representation Derivative Values In the
range

Mathematical
Background

Sigmoid (0, 1) σ(z) =
1

1 + e−z

tanh (−1, 1) tanh(z) =
e2z − 1

e2z + 1

ReLU (0,∞) ReLU(z) = max(0.0, z)

training. The classical NNs are shallow and in recent days the
advancement of various concepts involved in NN enables it
to train deeper network [11]. So, MLP with ReLU activation
function is typically called as DNNs [11]. The main difference
between Sigmoid, ReLU and tanh activation function is
reported in Table II.

DBN or deep networks is a generative engineering, appeared
as a relative network of the classical ANN [12]. It contains an
input layer, at least one hidden layers (with one layer of DBN
is same as FFN) and a output layer. Both the input and hidden
layer should have at least one neuron, scientifically termed as
units. A output layer has one unit for every class which should
be classified by the network. In addition, a network with in
excess of one hidden layer may expend more opportunity for
its assembly. To maintain a strategic distance from the arbitrary
statement, [13] presented an unsupervised learning component,
for example, restricted Boltzmann machine (RBM) to take in
the minimized element vectors eagerly by passing an input
vector through at least one RBM hidden layers amid the
preparation stage. DBN’s training phase has two steps namely
pre-training and reconstruction. Given the training samples
without class labels, the pre-training stage propagates the
input stochastically across RBM layers. Associative memory

is actually the top level of RBM layer. Each layer of RBM has
learned some features which represents the data in previous
layer. Conditional distribution is followed by each hidden layer
unit to generate binary form feature vectors. These feature
vectors of binary forms are propagated in reverse direction to
reconstruct the training samples. This procedure is followed
iteratively for all the training samples.

A set of NN architectures made to learn alias representations
of input data via linear or nonlinear operations are called as
Autoencoders (AE) which have identical input and output layer
dimensions [14]. AE is the NN typically made for the purpose
of dimensionality reduction [14]. Recent days, researchers
utilize more than one hidden layer to learn discriminative and
representative features of raw data. This type of network is
called as DAE. Unlike the general NN architecture which are
trained to learn predefined output variables, these are trained
to learn from the input. As a result, the NN learns by itself to
reconstruct the input data. The architecture of an AE is similar
to the MLP; it has one input layer, one or more hidden layers
and finally the output layer. If the AE is having multiple hidden
layers, then the features extracted from one layer are further
processed to different features and these should be capable
of reconstructing the data. During data reconstruction process,
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Fig. 3. Classification of Deep learning architecture.

Fig. 4. Architecture of classical neural network.

AE aims to minimize the error. Therefore, the outputs of the
intermediate layers are nothing but an encoded version of the
input capable of reconstructing the input data under specific

Fig. 5. A neuron in neural network, with several inputs and trainable weights
and bias.

conditions. For example consider the architecture shown in
Fig 4. Here, the input to the network is a N length vector X ,
which is reconstructed as X1. The idea is to select weights
and biases to produce Y such that the error between X and
X1 is as small as possible. Y is constructed from X via the
transformation

Y1×m = f(X1×nWn×m + b1×m)

where W and b represents the weights and biases corre-
sponding to the first layer and f is some activation function.
Similarly, in the next layer X is reconstructed from Y as X1
via the transformation

X11×n = g(Y1×mW1m×n + b11×n)

where W1 and b1 are the corresponding weights and biases
whereas g is the activation function. When Y and X are
of the same dimensions, the obvious choice of W and W1
becomes the identity matrices with unity activation function.
But when they are of different dimensions, the network is
forced to learn newer representations of the input X via some
transformations. It is not necessary that, AE implementations
should be restricted to one layer. There can be multiple
layers of different dimensions and in such cases, the features
extracted from one layer are further processed into newer
features which are still capable of reconstructing the data.
Keeping the dimension of Y smaller than X results in learning
some compressed encoding of the input and has found many
applications in a variety of fields. This process is considered
to be analogous to some feature extraction mechanism which
can be used for applications such as classification. In usual
feature based classification methods, some specific features
are selected in prior and then calculated for all the data
points so that they can be fed as input to the classification
algorithm. In this approach, they go for unsupervised learning
of features. In the case of multi-layered AE, different features
are available from different layers which can be used as
features for classification. Furthermore, outputs from deeper
layers are features learned from features which can contain
special information and cannot be directly extracted from the
signal in usual transformations.
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In usual classification methods, some particular features
are selected utilizing the data points and then it is fed to
classification algorithm as input whereas in AE, since it is
following unsupervised approach, different features are ex-
tracted from different layers and is used as features to be
passed into other DL layer such as CNN, RNN and hybrid
networks such as CNN-RNN and CMLAs. Primarily AEs have
3 types of well-known variants; they are Sparse AE, Denoising
AE and Contractive AE. To extract sparse features, spare AE
can be utilized. In sparse AE, there are more hidden nodes
than there are in the input and output layers, however, at a
given time, only a portion of the hidden units are activated.
This is accounted for by penalizing the activating additional
nodes. DAE recovers the correct input from a corrupted
version and thus it can increase the robustness of the model.
Contractive AE increases the robustness of the model by
adding an analytic contractive penalty to the reconstruction
error function. Generally, the DAE architecture is more robust
for noise and contractive AE is able to capture the local
directions of variation dictated by the data.

CNN is a state-of-the-art method for many of the computer
vision applications. CNN composed of convolutional, pooling
and fully connected layers. A convolutional layer uses kernels
or filters to move along the 1D or 2D or 3D or 4D data
to extract optimal features, together called as feature maps.
These feature maps are passed into the pooling layer. Both
convolutional and pooling layers are translational invariants
because they consider the neighboring data into account. Ini-
tially the feature maps are divided into partitions and various
pooling functions are used to reduce the dimensionality of
the feature maps. To simply put, the task performed by a
pooling layer is a non-linear down sampling operation. The
pooling operations are max, min, average, stochastic, spatial
pyramid and def pooling. The max, min and average pooling
take the maximum, minimum and average value from the
partition. The stochastic pooling is similar to max pooling and
at the same time it prevents the issue of overfitting. It checks
for the activation within each pooling region according to a
multinomial distribution and thereby replaces the conventional
deterministic pooling operations with a stochastic procedure.
Generally, CNN network can handle only the fixed length
input image representations. To handle variable length input
representations, spatial pyramid pooling can be used. Spatial
pyramid pooling helps to handle input images of variable
scales, sizes and aspect ratios. Def pooling handle deformation
efficiently when compared to the max and average pooling.
These different pooling layers can be combined to boost the
performance of the CNN architecture. Most commonly used
pooling operations are max, min and average pooling. Fully
connected layer have connection to all other neurons of the
previous layer and are used for classification purpose. Based
on CNN, various benchmark architectures are proposed by
well-known researchers and they are evaluated on ImageNet
Large Scale Visual Recognition Challenge (ILSVRC). The var-
ious architectures based on CNN are LeNet, AlexNet, ZFNet,
GoogleNet/Inception, VGGNet, SPPNet, ResNet, DenseNet,
squeezenet, MobileNet and NASNet. All these architectures
contain large number of parameters and typically these ar-

chitectures are applied on large datasets. Primarily, obtaining
large number of datasets for all the classes and as well as for
all the tasks in real-time is very difficult. Data augmentation
is the methodology used by researchers to increase the data
samples without introducing extra labeling costs. Mostly, the
operations used in data augmentation are divided into two
forms. Translations and horizontal reflections are belongs to
first form of data augmentation. Changes in the intensities of
the RGB channels in training images belong to second form of
data augmentation. Since these various CNN architectures are
well-known and can be employed for parameter initialization
instead of random parameter value in newer tasks. This is
called as pretraining. This type of learning accelerates the
learning process as well as improves the generalization ability.

Recurrent structures are mainly used in sequence and tem-
poral data modeling tasks [27]. Recurrent neural network
(RNN) is an advanced model of classical NN which has a self-
recurrent connection in the hidden layer neurons that facilitates
the network to remember the previous time step information.
It suffers from vanishing and exploding gradient issue when
dealing with long time-steps [26] during backpropogation
through time (BPTT). To understand, let’s define the recurrent
relation for an RNN network with two time steps without non-
linearity.

h2 = (W 2)Th1

W revealed an Eigen decomposition of symmetric matrix,
where the Eigen values λ and Eigen vectors V should be
orthogonal to each other.

W = Q ∧QT

This is substituted to as h2 = QT∧TQh1. Whenever,
|λ| < 1 causes to vanishing gradient problem and if |λ| > 1
causes to exploding gradient problem. Fixing the λ to an
appropriate norm solves the exploding problem but handling
vanishing problem will be a challenge. Gradient clipping
is one of the prominent strategies to avoid the exploding
gradient issues [26]. Fortunately, ReLU instead of tanh or
Sigmoid and correct initialization of weight matrix and can
alleviate the vanishing issue [15], [16], [17]. To alleviate,
research on RNN progressed on the 3 significant directions.
One is towards improving optimization methods in algorithms
such as Hessian-free optimization methods belong to this
category [18]. Second one is towards introducing complex
components in recurrent hidden layer of network structure
such as LSTM [19], [20], [21], a variant of LSTM network
with reduced parameters set, GRU [22] and third one is
towards the appropriate weight initializations with an identity
matrix typically called as identity-recurrent neural network
(IRNN) [23], [24]. Clockwork RNN is a variant of RNN
which can handle vanishing and exploding gradient issue and
it is computationally inexpensive compared to RNN [25]. To
capture both spatial and temporal information, hybrid network
i.e. CNN-RNN is used. The mathematical details and intuitive
overview of all DL architectures are reported in Table III. In
Table III, w denotes weights, b denotes bias, x denotes input, h
defines hidden layer, A denotes activation function, it denotes
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input gate, ot denotes output gate, ft denotes forget gate, ct
denotes memory cell, and ut denotes update gate.

Batch normalization and dropout are two main important
concept used in DL where batch normalization can prevent
from vanishing and exploding gradient problem, increases the
training speed, and dropout acts like a regularization parame-
ter. A classical NN without dropout and with dropout is shown
in Figure 6 and Figure 7 respectively. Dropout facilitates the
network to reduce overfitting during training by randomly
removing the neurons as well as its associated connections.
Primarily, batch normalization is placed between the hidden
layers in the DL architecture and it indicates the intermediate
feature representation. It can be represented mathematically
as:

Input: Let’s consider hidden layer representation h over a
mini-batch: M = {h1, · · ·hm} and the objective is to learn
hyper parameters, γandβ.

Output: yi = BNγ,β(xi)

µM =
1

m

m∑
i=1

hi mini− batch mean

σ2
M =

1

m

m∑
i=1

(xi − µM )
2

mini− batch variance

h1i =
hi − µM√
σ2
M+ ∈

normalize

yi = γh1 + β ≡ BNγ,β(hi) scale and shift

DL is a right method for Cyber Security. This is mainly
due to the reason that the amount of data in the field of Cyber
Security is very large and typically called as BD. Additionally
the availability of multi-core CPUs, GPUs and the concept of
NNs evolved as to how best train NN which contains many
hidden layers.

Fig. 6. Classical Neural Network.

III. NATURAL LANGUAGE PROCESSING FOR CYBER
SECURITY

Natural Language Processing (NLP) is the method of an-
alyzing and extracting useful information from natural lan-
guages to make human-computer interaction simpler. The

Fig. 7. Classical Neural Network with Dropout.

key to NLP success in Cyber Security is the availability
of languages as data. The text data which Cyber Security
domain come across are from various sources like emails, logs
from various systems, the texts users share in online social
networks. Exponential growth of text data has now become a
common phrase these days that can have a direct impact on
enhancing the detection rate of malicious activities. Leveraging
NLP techniques have direct impact on providing situational
awareness from various Cyber Security event logs. In recent
years, the domain of Cyber Security has seen a tremendous
growth in the amount of information available in the form
of text as long as they continue to log each and every user
activities from various systems.

Text representation is a primary task to deal with the text
[28]. There are various types of text representation existing to
represent text in numeric form. They are vector space mod-
els, distributional representation and distributed representation.
Representation of texts in word/character level is called as
word/character level text encoding. Word/character level text
encoding consists preprocessing followed by tokenization as
the initial step. In preprocessing, the unnecessary information
is discarded and words/characters are transformed into lower-
case. Additionally, the unknown words/characters are assigned
to the predefined key, 0. In tokenization, the texts are chopped
into words/characters using word/character level tokenization
respectively. Non-sequential and sequential inputs are the two
main types of text representation. Bag of Words (BoW), Term
document matrices (TDM) and Term frequency-Inverse doc-
ument frequency matrices (TFIDF) belong to non-sequential
representation. N-gram, Keras embedding, Word2vec, Neural-
Bag-of-words and FastText belong to sequential representa-
tion. Sequential representations have the capability to extract
the similarities in word meaning. In Cyber Security domain,
capturing the sequential information is more important com-
pared to the similarities in word meaning. This is due the fact
that most of the data contain time and spatial information. The
detailed description of various text representation methods is
reported in Table IV.
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TABLE III: DEEP LEARNING ARCHITECTURES.

Model Architecture Mathematical Background

Shallow Artificial
neural network
(ANN)

hi(x) = A(wi
Tx+ bi)

h(x) = h1(x)

Deep Belief Network
(DBN)

R(iv, h) = −hT iv − biT iv − bhTh

P (ivi = 1|h) = σ(bii +
∑

k
wkihk)

P (hk = 1|iv) = σ(bhk +
∑

i
wkihi)

∆wki = η((ivihk)IS − (ivihk)ReS)

∆bii = η((ivi)IS − (ivi)ReS)

∆bhi = η((ivi)IS − (ivi)ReS)

η denotes the learning rate, IS and Res denotes
input and reconstruct samples respectively.

Deep Restricted
Boltzmann Machine
(DBM)
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Deep Neural Net-
work (DNN)

hi(x) = A(wi
Tx+ bi)

h(x) = hl(hl−1(hl−2(· · · (h1(x)))))

Deep Autoencoder
(DAE)

Y1×m = A(X1×nWn×m + b1×m)

X11×n = A(Y1×mW1m×n + b11×n)

Structure of neuron in Recurrent structures (RS)

Recurrent Neural
Network (RNN)

ht = A(wxhxt + whhht−1 + bh)

ot = A(whoht + bo)

Long short-term
memory (LSTM)

it = A(wxixt + whiht−1 + wcict−1 + bi)

ft = A(wxfxt + whfht−1 + wcfct−1 + bf )

ct = ft�ct−1+it�tanh(wxcxt+whcht−1+bc)

ot = A(wxoxt + whoht−1 + wcoct + bo)

ht = ot � tanh(ct)
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Gated recurrent unit
(GRU)

ut = A(wxuxt + whuht−1 + bu)

ft = A(wxfxt + whfht−1 + bf )

ct = A(wxcxt + whc(f � ht−1) + bc)

ht = A� ht−1 + (1− f)� c

Clockwork recurrent
neural network
(CWRNN)

ht = A(wxhxt + whhht−1 + bh)

ot = σ(woh.ht−1 + bo)

Training method employed for training DL architectures

Backpropogation
through time (BPTT)

Convolutional neural
network (CNN)
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CNN with recurrent
structures (CNN-RS)

Bidirectional recur-
rent structures (BRS)

Forward pass:
−→
ht = A(wx~hxt + w−→

h
−→
h
−→
h t−1 + b−→

h
)

Backward pass:
←−
ht = A(w

x
←
h
xt + w←

h
←
h

←−−
ht+1 + b←

h
)

Output layer:

ot = (w~ho
−→
ht + w←

ho

←−
ht + bo)

Generative
Adversarial
Networks (GAN)

Reinforcement learn-
ing (RL)
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TABLE IV: TEXT REPRESENTATION METHODS IN NATURAL
LANGUAGE PROCESSING (NLP).

Text repre-
sentation

Description Mathematical equation

Vector space models - Represents text as vector but fails to preserve the word order.

Bag of Words
(BoW)

Bag of words model represents each
document as a bag of words.

BoW (w, d) = number of timeswordw occurs in document d

TDM and TF-IDF are weighting factor for BoW

sTerm Docu-
ment matrices
(TDM)

In TDM, each cell actually holds the
count of the occurrence of each word
in the given document. In this matrix,
the columns represent the vocabulary
whereas the rows represent the docu-
ments.

TF (w, d) =
BoW (w, d)

number of documents inwhichwordw occurs

Term
frequency-
Inverse
document
frequency
matrices
(TF-IDF)

TF-IDF matrices are utilized when
there is no need to consider the words
frequently used in the final text analy-
sis. In this matrix, the columns repre-
sent the vocabulary and the rows rep-
resent the documents. The speciality of
this matrix is its ability to give impor-
tance to the unique words in the docu-
ment. This is achieved by changing the
count of the word with probability of
word occurrence and dividing it with
the total number of occurrences in all
documents.

TF−IDF (w, d) =
BoW (w, d) ∗N

number of documents inwhichwordw occurs

where N denotes the total number of documents,

IDF (w, d) =
N

number of documents inwhichwordw occurs

where IDF (w, d) denotes the inverse document frequency.

Vector space model of Semantics or Distributional representation - Represent text as vector, preserves the word order
and semantics of words to some extent but results in curse of dimensionality.

TDM with
non-negative
matrix
factorization
and SVD

SVD is represented as
Um×m

∑
m×nVn×n

T =
SV D(Dm×n)
where Dm×n can be output of TDM
or TF-IDF, U is the column space of
D, V is the row space of D,

∑
is the

singular values.

Um×m
∑
m×n

Vn×n
T = SV D(TDMm×n)

Wm×kH
T
k×n = NMF (TDMm×n)

TF-IDF with
non-negative
matrix
factorization
and SVD

NMF is represented as

Wm×kH
T
k×n = NMF (Dm×n)

where W is the conceptual represen-
tation or features of D and H is the
coefficients of D.

Um×m
∑
m×n

Vn×n
T = SV D(TF − IDFm×n)

Wm×kH
T
k×n = NMF (TF − IDFm×n)
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n-gram Represent words in text as 1-gram, 2-
gram or n-gram. This can preserve the
word order in short context, it suffers
from data sparsity and high dimension-
ality.

ngrams = s− (NW − 1)

where s denotes sentence and NW is the number of words
in sentence.

Distributed representation - Represents words as continuous vector and preserve the word order along with the context of word.

Keras embed-
ding

Keras embedding utilize the dictio-
nary to map the words or charac-
ters represented by numeric indexes
to their dense vector representations.
The weights in Keras embedding are
initialized with random weights mostly
used Gaussian.

input-shape x weights-of-word-embedding = (nb-words,
word-embedding-dim)
input-shape = (nb-words, vocab-size), nb-words denotes the
number of top words, vocab-size denotes the number of
unique words, weights-of-word-embedding = (vocab-size,
word-embedding-dimension), word-embedding-dimension
denotes the size of word embedding vector.

Word embed-
ding

Word embedding is a distributed repre-
sentation method which represents the
word in low dimensional space.

Continuous bag of words (CBoW), Skip-gram, global vec-
tors (Glove), document to vector (doc2vec) and paragraph
to vector (para2vec) are different types of word embedding.

Neural-Bag-
of-words

It is a dense neural network which has
the ability to map an input word se-
quence to output labels. Dense neural
network receives a vector input, which
is actually a composition function, in
order to predict the probabilities for
the output label.

z =
1

X

∑
w∈X

vw

y1 = softmax(wlz + b)

where X denotes input text, w denotes word, and vw
denotes word vectors.

FastText FastText, a library created by the Face-
book research community, is utilized
to catch the word representations and
text classification. It works on n-grams
of character level and n could range
from 1 to the length of the word. It
is better for morphological rich lan-
guages and it uses Skip-Gram model
and a subword model. Subword model
will see the internal structure of the
words and learns an efficient vector
representation for rare words. further-
more it can learn the vector representa-
tion for words which are not present in
the dictionary. This works well when
compared to other embedding on small
datasets.

− 1

N

N∑
n=1

yn log(f(BAxn))

where N denotes number of document, xn is the normalized
bag of features of the nth document, yn is the label, A and
B are the weight matrices.
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IV. SIGNAL AND IMAGE PROCESSING APPROACHES FOR
CYBER SECURITY

There is an alarming increase in the amount of malware
that are generated daily. The present defense mechanisms
for suspicious or malicious activity are based on scanning
methods such as static analysis, dynamic analysis and heuris-
tics based techniques, which are often slow to react for new
attacks and threats. Static analysis is based on analyzing an
executable file without executing it while dynamic analysis
executes the malware binary file and studies its behavioral
characteristics. The hybrid of static and dynamic analysis
approach is used in commercial malware detection systems.
To evade the static analysis, an adversary employed packers
which uses compression, encryption or a combination of both
to create a new packed executable that mimics the previous
executable in function but reveals the actual code only upon
execution runtime. The packed malware can be detected using
dynamic analysis but is slow and time consuming. To alleviate
the limitations of static and dynamic analysis, a series of
studies based on orthogonal solutions from image and signal
based malware analysis done by [220], [221], [222], [223],
[225], [226], and [227]. These studies exploits the fact that
most malware variants are similar in structure. To extract
similarity features, the malwares are represented in the form
of a grayscale image or a signal instead of viewing and editing
malware binaries using Hex Editors. The range of this signal
is [0, 255] (0: black, 255: white). In the case of an image,
the width of the image is fixed and the height is allowed to
vary depending on the file size. Various feature engineering
mechanism available in signal and image processing domain
were employed for malware classification and retrieval. Signal
and image based malware analysis approach is fast, do not
need disassembly, unpacking or execution. Recent days, a
novel feature engineering methods such as spectral flatness,
mel-frequency cepstrum coefficients (MFCC), chroma features
and more are proposed by researchers to accurately extract
important features from signal and images. These feature
engineering mechanisms can be accomapnied with the deep
learning to enhance the performance of malware ananlysis
and retrieval. There are two major problems with the signal
and image based malware detection. The first one is that the
characterization of malware using signal and image based
features does not give much information about the actual
behavior of the malware. Secondly, since the approach relies
on instance-based learning, its main limitation is that it can
only detect or classify malware similar to what has already
been observed. Thus, zero day attacks of new unseen malware
cannot be prevented. However, this is a generic problem with
any similarity based malware analysis framework.

V. BIG DATA ANALYTICS AND TOOLS TO HANDLE BIG
DATA IN THE FIELD OF CYBER SECURITY

The amount of data generated by Internet connected system
is very large, fast and required to be processed in real-time.
The real-time analysis of this BD is important for various
Cyber Security applications with the aim to protect Internet
connected devices from malicious activity. Another important

factor is that the amount of data generated by the Internet
technologies is unstructured and noisy. Moreover, the amount
of data generated by the Internet devices is continuing to grow
at an unprecedented rate. Advanced technologies in GPU,
cluster computing frameworks enabled to process and handle
very large amount of data in an efficient way [29]. The extreme
scale of data can be considered in 4 angles of volume, variety,
velocity and veracity in BD landscape. These terms are briefly
defined as follows

1) Volume: The volume defines the amount, size, and scale
of the data. The number of data samples vertically and
the number of features horizontally indicates the size
in terms of ML. It is also related to the type of data
and according to [30], the smaller complex data samples
can be considered equivalent to a larger quantity of
simple data. The major challenges originated by volume
while solving ML algorithms and DL architectures are
discussed below;

• Challenge in processing: The time taken is very high
and the space needed is very huge for training the
NN with large amount of data. The time complexity
is related to the cube of number of samples whereas
space complexity is proportional to the square of the
number of samples. So the time and memory taken
for computations will have an exponential increase
with increase in the size of dataset. The solution
to handle this challenge is to develop architectures
capable of parallel processing of data [31] [32].

• Curse of modularity: Many training/testing algo-
rithms are designed assuming that the data is avail-
able in its entirety in memory. As the data volume
is very high, it may not be possible for the entire
data to be in memory or disk. Because of this, such
algorithms cannot run successfully. This is known as
the curse of modularity [33]. Distributed computing
and parallelization can be resorted to tackle this
challenge.

• Curse of class imbalance: As data volume increases,
we can no longer assume that there is uniform
distribution of data among the available classes [34].
This variation in the probability of occurrence of
classes leads to reduction in performance of ML
algorithms. This issue is likely to happen in any
sized datasets, but it has the potential to be a real
challenge as the data size become enormous.

• Curse of dimensionality: Dimensionality means the
number of dimensions (which means the features/
attributes) present in the dataset [35]. BD involves a
very high dimensional data space, handling of which
is extremely challenging. As dimension increases,
the time and space complexity of the ML algorithms
increases considerably. The performance of training
algorithm also falls considerably as the dimension
of the data increases.

• Feature engineering: In ML, proper selection of
features is crucial using domain knowledge [36]
[37]. As the dataset grows in dimension as well as
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in sample size, it is extremely difficult to create rele-
vant features. Feature selection is also very difficult
in high dimensional data. Thus feature engineering,
in total, is extremely complex and challenging task
in BD analysis.

• Non-linearity: The presence of non-linearity in BD
poses many challenges to the existing methodolo-
gies used to evaluate the dataset characteristics and
algorithms performance. Most of these methods
include the common assumption of linearity [38].
Overall, the presence of linearity and non-linearity
pose challenges to the execution of ML algorithms
in the context of BD.

• Variance and Bias: Generalization is a very impor-
tant term in ML algorithms. Generalization error
can be divided into two types such as variance
and bias. Variance defines the consistency of a
learner’s ability to predict random things, whereas
bias describes the ability of a learner to learn the
wrong thing [39].

2) Variety: It defines the data type, variety and its sematic
meaning [40]. The major challenges originated by vari-
ety while solving ML algorithms and DL architectures
are discussed below;
• Data Locality: Due to the large volume of data in the

context of BD, the availability of the complete data
in memory or a single disk file is not possible [41].
However, the datasets distributed over large num-
ber of different files residing in different physical
locations.

• Data heterogeneity: Primarily, the datasets are col-
lected from different sources in the context of
BD. These datasets are different data type, format,
data model and semantics. Syntactic and semantic
are two different types of heterogenity categories.
Syntactic heterogeneity refer the data of different
types, file formats, data encoding, and data model.
Semantic heterogeneity refers to the different mean-
ings and interpretation of data.

• Dirty and Noisy data: BD typically acquired from
different locations across different time range. The
datasets are different format. These dataset may
contain noisy [42] as well as dirty. Additionally,
these datasets contain measurement errors, outliers,
and missing values. [43] discussed the importance
of preprocessing step for removal of noisy and dirty
datasets.

3) Velocity: It mentions the rate at which the data generates
and methods to handle them. Due to the deployment of
IoT applications of smart cities and other various appli-
cations of smart cities, the velocity of BD has become
an important factor to consider. The major challenges
originated by velocity while solving ML algorithms and
DL architectures are discussed below;
• Data Availability: Primarily ML models rely on data

to learn different patterns. These models assume
that the complete dataset is available before start-

ing the training phase. These models can’t handle
data streaming. As the time evolves the amount of
data also increases. In order to cope with the new
patterns, the ML models has to be retrained.

• Real-time processing: The ML algorithms are not
able to handle data in real-time stream processing.
Real-time stream processing is very important in
recent days due to the emergence of sensors, mobile
devices, and IoT. To handle the real-time processing,
various technologies are introduced. Mostly these
technologies do not come with sophisticated ML
algorithms. Integrating the streaming solutions with
sophisticated ML algorithms is very much required.

• Concept drift: The datasets in BD are non-
stationery. This is primarily due the reason that the
data arrival continuously in real-time systems and
the distribution of current data flow may not be the
same in future data. This is termed as concept drift.
This can decrease the performance of ML model.
It is very important factor in the field of Cyber
Security because the trained models on the recent
patterns of user behaviors and malware binaries are
able to accurately predict malware.

• Independent and Identically distributed random vari-
ables: Mostly, ML algorithms assume that the ran-
dom variables are independent and identically dis-
tributed. However, this may not be the same case in
real-time. Typical solution to handle this situation
is that randomized the data samples before training
the ML model.

4) Veracity: It deals with the completeness of the data.
The major challenges originated by veracity while solv-
ing ML algorithms and DL architectures are discussed
below;

• Data provenance: Data provenance provides a his-
torical record of the data and its origins. However
in the case of BD, the provenance dataset itself
becomes too large. These can add additional context
to ML.

• Data uncertainty: Generally, the data are continu-
ously collected from different sources in a real-
time environment. These different data can initiate
uncertainty.

• Dirty and Noisy data: The data collected from
different sources are not accurate as well as are
noisy. There may be possibility that the labels or
contextual information of data being collected in
real-time environment may not be accurate always.

Infrastructure is the primary component in BD technology.
BD infrastructure provides an environment and method to
store, process and analyze data using ML techniques. Gen-
erally, BD technologies are divided into 2 categories namely
batch processing and stream processing. Batch processing
basically analysis the data at rest whereas stream processing
analysis the data in motion. The most famous technology of
batch processing is Hadoop. The Hadoop framework consists
of Hadoop Distributed File System and MapReduce pro-
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TABLE V
COMPARISON OF POPULAR DEEP LEARNING FRAMEWORKS.

Deep learning
Frameworks

Creator License Core Languages Interface Support

Caffe [232] Berkeley Center FreeBSD C++ Python, & MATLAB

Torch [233] Ronan Collobert et al. BSD C, & Lua
C/C++, Lua,
& Python

Theano [234] University of Montreal BSD Python Python

Deeplearning4j [235] Skymind Apache 2.0 Java
Java, Scala,
& Python

MXNet [236]
Apache Software
Foundation

Apache 2.0 C++
C++, Python, R, Scala,
Perl, Julia, & etc.

TensorFlow [237] Google Brain Team Apache 2.0 C++, & Python
Python, C/C++, Java,
& Go

Neon [238] Intel Apache 2.0 Python Python

H2O [239] H2O.ai Apache 2.0 Java
R, Python, Scala, &
Rest API

Chainer [240]

Japanese venture company
Preferred Networks in
partnership with IBM,
Intel, Microsoft,
& Nvidia

MIT Python Python

CNTK [241] Microsoft Research MIT C++
Python, C++,
& BrainScript

Keras (higher level
library for TensorFlow,
CNTK & Theano ) [242]

Franois Chollet MIT Python Python

gramming model. Hadoop Distributed File System is utilized
by the developers to store large files whereas MapReduce
programming model is tuned to work on large-scale data
processing problems which can be parallelized and distributed.
Various tools are there which have the ability to help analysts
create and work with complex queries and run ML frameworks
on top of Hadoop. These tools include Hive (an SQL-friendly
query language), Pig (a platform and a scripting language for
complex queries), and Mahout and RHadoop (DM and ML
algorithms for Hadoop). New framework were designed to
improve the performance of DM and ML algorithms such
as Spark 4. To improve the performance of advanced data
analytics algorithms, these frameworks repeatedly reuse the
working data set. Various databases were specifically designed
for efficient storage and query of BD such as, CouchDB, Cas-
sandra, HBase, Greenplum Database, Vertica, and MongoDB.
Stream processing unlike batch processing does not have a
single dominant technology like Hadoop, it is still a growing
field of development and research. Complex Event Processing
(Luckham 2002), is one of the models for stream processing.
In this model, high level events are produced by aggregating
and combining notification of events which are considered
from the information flow. Storm, InfoSphere Streams, and
Jubatus are few other implementations of stream technologies.

The conservation of privacy solely depends on technological
drawbacks on the ability to extract, analyze and correlate
potentially sensitive datasets. BD analytics development is
providing tools not only to extract data but also to utilize
this datat to make violations of privacy easier. Therefore,

with development of these BD tools, safeguards creation has
become very important to prevent abuse these BD tools [57].

The significance of dimensionality reduction in Cyber
Security: Autoencoder is a generative model which learns the
latent representation of different feature sets. In an unsuper-
vised way, it learns very important features and is considered
as a suitable method for network traffic analysis. This is due to
the reason that ICT systems generates a very large amount of
data in fraction of time and within this time the prepossessing
of data should be performed without any lose of information.
AE can also be used as dimensionality reduction techniques.
SVD and PCA are the most commonly used classical method
for dimensionality reduction.

Main factors limiting the growth of AI and DL is the burden
of handling massive datasets and the heavy computational
requirements associated with their processing. Large datasets
were earlier handled by clusters of computers using CPU’s to
perform these tasks. Recently, the power of GPU’s has been
harnessed better and has proven to be faster and better for large
scale data processing. These developments had made large
scale data handling and processing quite trivial as compared
to the earlier burdens and hence a number of platforms
tailored for developing ML and DL applications have come
up recently. Such popular platforms for implementation of
DL architectures include TensorFlow, Theano, Torch, Caffe,
DeepDist etc. Detailed information of popular DL framework
is given in Table V. Most of the well-known platforms have
used C++ back end supporting high level ML computations
with little overhead and a simple to use Python front end.
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TABLE VI
DETAILS OF BENCHMARK DATASETS.

Task Most Commonly used benchmark Dataset

Intrusion detection

KDDCup-99 [179], NSL-KDD [180], UNSW-NB15 [181], ADFA-LD [182],
UNM [183], ISCX-IDS-2012 [184], CICIDS2017 [185], Kyoto [186], UNIBS [187],
CAIDA [188], LBNL [189], CIC DoS [190], CSE-CIC-IDS2018 [191], AWID [192],
& WSN-DS [193]

Botnet, & DGA Analysis UNB Botnet [194], DGArchive [195], & AmritaDGA [196]

URL Analysis ISCX-URL-2016 [197], & Sophos URL [198]

Spam, & phishing Email detection CSDMC [199], Enron [200], TREC [201], & SpamAssassin [202]

Malware Detection
EMBER [203], Microsoft malware classification challenge [204], Microsoft Malware
Prediction [205], & Malrec [206]

Binary Analysis ByteWeight [207]

Image spam detection Image spam hunter [208]

Android
Android Adware & General Malware Dataset [209], CICAndMal2017 [210], Drebin [211],
& Kharon [212]

Traffic Analysis ISCXVPN2016 [213], & ISCXTor2016 [214]

Security in IoT N-BaIoT [215], & Bot-IoT [216]

Side channel attacks DPA contest [217], & ASCAD [218]

Insider threat detection CERT [219]

Moreover, Keras has become most commonly used higher
level API which has support for TensorFlow, CNTK and
Theano.

Most commonly used tool for CMLAs implementation is
scikit-learn [44]. It is an open-source ML library which was
developed by David Cournapeau in 2007 as Google summer
of code project. The entire library was written in Python
and includes python numerical and scientific libraries like
NumPy and SciPy. Additionally, it includes other libraries
like pandas, matplotlib, seaborn, etc. It gives various tools
for ML like classification, clustering, regression algorithms.
It also contains several feature engineering techniques and
additionally gives the learning tutorials for every concept.

Of all these choices available, the TensorFlow platform
has been chosen for all the NN implementations in recent
days. It is an open source library for numeric computation
using data flow graphs. TensorFlow is the second generation
of ML platforms developed by the Google Brain team after
DistBelief. As the name suggests, TensorFlow represents a
problem with a data flow model acting on N dimensional
arrays (tensors). The key advantage of the framework is its
flexibility; the model can be mapped onto a range of hardware
platforms ranging from a mobile device to massive GPU
clusters. Further, the team has provided great documentation
and support for easy development so that existing problems
could be easily mapped onto this scenario and tested. The
framework comes with an efficient C++ back end supporting
high level ML computations with little overhead and a simple
to use Python front end. However, [45] study the vulnera-
bilities of common DL frameworks like Caffe, TensorFlow
and Torch. Unlike small code size of DL models these are
complicated and have heavy dependencies on varied open
source packages. It considers the risks by examining their
impact on common DL applications or control-flow hijack
attacks which result in compromise of systems or evasion of

recognition. It draws attention on software implementation and
need for improvement of security of DL frameworks.

VI. MAJOR ISSUES IN THE EXISTING CYBER SECURITY
SOLUTIONS AND IMPORTANCE OF SHARED TASKS IN

CYBER SECURITY

In spite of the fact that vast distributed ML and DL based
Cyber Security identification arrangements exists, undertaking
organizations are still battling with a contradictory situation
between the determinations of ML and DL algorithms and
benchmark datasets. Recently, the challenges and issues in-
volved in employing the data science techniques for Cyber
Security applications were discussed in detail by [47]. The
details of benchmark dataset are reported in Table VI. Finding
a satisfactory dataset for Cyber Security use cases is often
troublesome. on top of that, some of the datasets have their
own particular issues. Most regular issues are, (1) the vast
majority of the datasets are outdated (2) they are not genuine
agent datasets (3) Most of the security researchers follow
different splitting methodology to divide data into train, valid
and test categories (4) Most of the present datasets in the
field of Cyber Security are not broadly accessible to the
research community due to security and privacy reasons. This
leads to experimental results that are not reproducible. Due to
these issues, the use cases of Cyber Security doesn’t have a
standard approach and most enterprises avoid using ML and
DL solutions for improving their Cyber Security applications
[46].

Most recent way to enhance the performance of a system
is by organizing the shared tasks as a part of conference and
workshop. Shared tasks are competitions to which researchers
or teams of researchers submit systems that address specific,
predefined challenges. Initial phase of the shared task is to dis-
tribute the train dataset among the participants. Evaluation of
trained models is performed utilizing the test dataset. Finally,
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the results are made publically available and give an option
for publication. Shared tasks are most familiar in the field
of NLP, computer vision and speech recognition. Recently,
CDMC1, IWSPA-AP2, DMD 20183, and AICS 20194 are 4
shared tasks in Cyber Security is organized and the details of
the shared tasks in Cyber Security are reported in Table VIII.

VII. STATISTICAL MEASURES

To evaluate the performances of the DL models, various
statistical measures are used. The most commonly used sta-
tistical measures in the field of Cyber Security are discussed
below.

Confusion matrix: The confusion matrix is a matrix rep-
resentation which shows the classification results in detail,
whether they are correctly or incorrectly classified and differ-
ent classes are distinguished. Each row of the matrix represents
the instances in a predicted class while each column represents
the instances in an actual class (or vice versa). The confusion
matrix for binary class classification is shown in Table VII.
The dimension of confusion matrix for classes is . Let P and
N be the number of positive and negative samples in the test
set respectively.

True Positive (TP ): Positive samples correctly classified
by the DL model.

False Negative (FN): Positive samples that are misclassi-
fied by the DL model.

False Positive (FP ): Negative samples that are misclassi-
fied by the DL model.

True Negative (TN): Negative samples that are correctly
classified by the DL model.

Using confusion matrix, the following metrics can be esti-
mated

Accuracy: is the measure that gives total number of correct
predictions made out of the all the predictions made by the
model. It is a good measure to use when target classes are
nearly balanced in the data.

Accuracy =
TP + TN

TP + TN + FP + FN

Precision: is the measure for ability of the model to give
quality positive predictions. It can be interpreted as the prob-
ability that positive prediction made by the model is positive.

Precision =
TP

TP + FP

Recall or True Positive Rate (TPR) or Sensitivity:
measure is the ratio of the true positive (TP) divided by the
total of true positive (TP) and false negative (FN) predictions.

Recall =
TP

TP + FN

F1-measure or F1-score: measure is given by the harmonic
mean between the precision and recall. It can be a better
measure when target classes are unevenly distributed.

1http://www.csmining.org/cdmc2018/
2https://dasavisha.github.io/IWSPA-sharedtask/
3https://nlp.amrita.edu/DMD2018/
4http://www-personal.umich.edu/ arunesh/AICS2019/index.html

F1− score =
2 ∗ Recall ∗ Pr ecision

Recall + Pr ecision

False Positive Rate (FPR): measure is the ratio between
the false positive values and the total false positive and true
negative values.

FPR =
FP

FP + TN

True Negative Rate (TNR): measure is the ratio between
the true negative values and the total true negative and false
negative values.

TNR =
TN

TN + FN

False Negative Rate (FNR): measure is the ratio between
the false negative values and the total true positive and false
negative values.

FNR =
FN

TP + FN

The values of Accuracy, Precision, Recall, F1-score, FPR,
TNR and FNR range from 0 to 1 and larger Accuracy, Preci-
sion, Recall, F1-score, FPR, TNR and FNR represent better
performance. All these measures are corelated for example,
the desire to increase the TPR may result in the undesired
increase of the FPR. Thus during design phase, an optimal
detection accuracy is usually assessed based on a discrimina-
tion threshold that reects the dependency of TPR on FPR,
which is called the Receiver Operating Characteristics (ROC)
curve. It is obtained by plotting the TPR on X axis and FPR
on Y axis. For comaprision purpose, the area under the curve
is estimated. Generally, AUC values range from 0.5 to 1.0,
and larger AUCs represent better performance.

VIII. IMPORTANCE OF TRANSFER LEARNING IN CYBER
SECURITY APPLICATIONS

Transfer learning is a method of making use of already
existing model of a particular task on another related task. This
method is very popular in DL particularly in various problems
related to natural language processing and computer vision.
This is achieved by replacing the output layer for classification
by new output layer. This type of learning method is very
useful when the particular task contains very less amount of
data. It saves time and there is a possibility to get better
performance. For example, there are different types of logs
can be collected from an end user hosts. As we know that the
logs provide important information that can be used to identify
the reason behind each and every activity. Suppose the aims
of the model is to detect the malicious activity, the logs from
system, proxy, DNS and other can be used. Initially, the DL
model trained on these datasets can be used to detect malicious
activities. However, later suppose we need to develop a DL
model to detect botnets using DNS query information. In this
case instead of training from scratch, the performance of the
DL model can be enhanced for botnet detection by using
the already trained model. This can further save time and is
computationally inexpensive. This is illustrated in Figure 8. In
[515], a new clustering-enhanced hierarchical TL technique
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TABLE VII
CONFUSION MATRIX.

Predicted as Positive Predicted as Negative
Positive Label True Positive (TP ) False Negative (FN )

Negative Label False Positive (FP ) True Negative (TN )

TABLE VIII
DETAILS OF SHARED TASKS ORGANIZED IN CYBER SECURITY.

Shared Task Description

CDMC

It is a multidisciplinary competition conducted

once in a year as part of AICS & ICONIP.

They allow top performed system to submit

their method in the form of working note.

IWSPA-AP

Phishing email detection organized as part of

ACM CODASPY 2018. They have allowed

all the participants to submit their method

in the form of working note &

published in CEUR workshop proceedings.

DMD 2018

Detecting malicious domain names organized

as part of ICACCI’18 & SSCC’18.

They allowed all the participants

to submit their method in the form of

working note & published in Springer CCIS

workshop proceedings.

AICS 2019

This task is organized as part of AAAI-19

conference. The main objective of this task is

to build robust malware classification to

adversarial evasion attacks.

They have allowed participants to write the

system description paper & submit into

arxiv.

which finds the relation between known and new attack is
presented. The proposed TL technique is evaluated using
combination of different traditional ML classifiers such as
DT, random forest, KNN, SVM and naive bayes with various
existing TL approaches.

IX. ADVERSARIAL DEEP LEARNING FOR CYBER
SECURITY

As ML is being applied for deployment in various critical
systems, it is extremely imperative to consider the reliability of
such algorithms. The threats that are presented on ML frame-
work by adversarial agents are genuine. Hackers can carry
out their malicious activities by exploiting the vulnerabilities
of ML framework using adversarial samples just like how
they access web servers by exploiting firewalls vulnerabilities.
So it is very important to consider the shortcomings of ML
framework and understand how much influenced they can be
under stress before putting such solution in the line of fire. ML
vulnerabilities studied in adversarial environments is known as
adversarial ML. As a large portion of ML frameworks behave
as black boxes in critical systems, adversarial ML faces a lot

of difficulties. It is exceptionally troublesome for experts and
clients to comprehend the model results on the grounds as
there is no straightforwardness in what is going on inside a
classifier and a indicators. As there is no much explanation
about the decision made by the framework, the users can’t
recognize whether any malicious activities are influencing
the framework. As long as there is no assurance about the
robustness of these frameworks, the resistance for adoption
and acceptance of ML frameworks used for secure and critical
system will be there. A short review on adversarial DL for
Cyber Security applications is reported in Table IX.

A. Domain Generation Algorithms

In [377], a DL based architecture (GAN) that can gen-
erate adversarial domain names is presented. The authors
have demonstrated that these adversarial examples which are
generated for DL architecture can also fool, a totally differ-
ent classifier like random forest. They have also enhanced
the performance of random forest classifier by training the
model using these adversarial samples.In [402], the authors
have proposed an oversampling method based on GAN to
produce adversarial URLs. The URLs from GAN and other
sources are used to train a phishing URL detector which
outperforms other oversampling techniques. In [408], a GAN
based text-captcha solver is proposed. The authors generate
synthetic text-based captchas using GAN and applies TL for
the captcha solver training. The proposed method performs
better when compared to other state-of-the-art models and
requires very less human intervention. In [410], the authors
have proposed a text based captcha solver based on GAN and
CNN. The proposed framework requires only small sample
of data with no complicated preprocessing and it achieves
better results when compared to normal CNN based baseline
model. In [418], a black box adversarial attack approach for
evading DGA detection classifier is proposed. The proposed
adversarial approach adds a small perturbation to the character-
level representation of the DGA domains without any prior
knowledge of the classifier model. The proposed approach is
tested using DMD-2018 dataset and it successfully degrades
the F1-score to 0.495 from 0.977.

B. Malware or Malicious Software

In [378], the authors have presented a novel method called
Malware Recomposition Variation which generates adversarial
malware examples based on semantic analysis of various
existing malwares to evade malware detector. They have also
evaluated three defenses techniques to enhance the robustness
of the detector against the proposed approach. In [380],
Grosse et al. have employed existing adversarial example
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Fig. 8. Transfer Learning.

generation algorithms to generate malwares without losing its
intrusive functionality. They have evaluated the robustness of
a malware detector based on NN against adversarial attacks.
They have reduced the accuracy of the model considerably
using adversarial examples, and they have also investigated
some defense techniques for adversarial attacks. In [381],
a malware detection framework based on transferred GAN
(tGAN) is proposed which is specifically designed for zero-
data attack detection. The proposed model has good learning
stability and it achieves 96.39% accuracy which is better when
compared to other related DL and traditional ML detection
classifier. In [382], a GAN based black box attack malware
detection model is proposed. The proposed method gener-
ate adversarial examples to trick the neural network based
malware detector model with almost 100% success rate. In
[383], the authors proposes a novel approach to construct DL
model that are robust against adversarial attack. The proposed
approach nullifies random features in the data in order to boost
the robustness. They have shown significant improvement of
robustness of the malware detection model against adversarial
malware binaries with a slight decrease in accuracy. In [385],
the authors have presented a novel framework based on saddle-
point optimization for training malware detector that are
robust to adversarial examples. They have also presented four
techniques to generate adversarial examples without losing its
malware functionalities. In [386], the authors have proposed
a gradient based attack method for generating adversarial
malware examples to evade DL based malware detector which
learns from raw bytes. The adversarial examples are generated
by modifying the few bytes of malware samples without losing
its intrusive functionality. It can be observed that the proposed
method can evade the MalConv network architecture with 60%
probability in best case. In [393], Rigaki et al. presents a GAN
based adaptive malware which avoids detection by mimicking
benign network traffic based on the parameter given by GAN.

The proposed malware system sends its blocking status as
feedback to enhance the performance of the GAN model. In
[396], a GAN based malware detection framework is proposed
which can detect zero-data attacks. The proposed variant of
GAN has better learning stability than other GANs and it
achieves 95.74% accuracy which is better when compared to
other state-of-the-art detection models. In [398], the efficacy
of existing adversarial attack techniques against DL based
malware detection model is studied. The authors have also
proposed a novel adversarial attack which alters the bytes
of the binary to generate adversarial examples. In [399], the
authors have proposed a framework for improving the robust-
ness of DL based malware detection model against adversarial
attacks based on the six principles that they have compiles.
In [400], authors propose robust malware detection module
using GAN. For interpretation, various visualization methods
were proposed by them. These visualization helped to visualize
the malware behaviours. In [401], a new adversarial attack
against CNN based malware detection model is proposed.
The proposed approach generates adversarial malware binaries
by injecting few bytes into the original malware file and
evades MalConv model with high probability. In [411], the
authors studies the robustness of API call based malware
detection models against adversarial examples. They have
proposed a black box attack which generate adversarial API
call and static features sequences to trick the classifiers like
RNN, DNN, and other ML classifiers. In [412], a frame-
work based on hash function for improving the robustness of
DNN against adversarial malware binaries is proposed. The
proposed method uses locality preserving hash functions and
SdA to avoid the effects of adversarial attack. In [413], a
novel approach to detect obfuscate malware using GAN is
proposed. The proposed method extracts feature from VAE and
trains the GAN generator to knowledge space and achieves
accuracy of 96.97% and performs better when compared to
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TABLE IX
A SHORT REVIEW ON ADVERSARIAL DEEP LEARNING FOR CYBER

SECURITY APPLICATIONS.

Reference Dataset
[377] Alexa, & Private

[378] Genome, Contagio, VirusShare, & Drebin

[379] KDDCup-99, DARPA98 & NSL-KDD

[380] Drebin

[381]
Microsoft malware classication challenge
(BIG 2015)

[382] Private

[383] Malicious Behavior Windows Audit Logs

[384] Private

[385] VirusShare

[386] VirusShare, Citadel, & APT1

[387] Spambase

[388]
Wild dataset, & Microsoft malware classication
challenge (BIG 2015)

[389] GTSRB

[390] Enron Spam Dataset

[391] Mozilla Common Voice Dataset

[392] VirusShare

[393] Private

[394] NSL-KDD

[395] ISCX BOTNET

[396]
Microsoft malware classication challenge
(BIG 2015)

[397] NSL-KDD

[398] Private

[399] AICS’2019 challenge dataset

[400] Private

[401]
Microsoft malware classication challenge
(BIG 2015),& benign samples are collected
privately

[402] Private

[403] NSL-KDD

[404] Car-Hacking Dataset from HCRL

[405] ADFA-LD

[406] Private

[408] NSL-KDD

[409] Publically available for further research

[410] Private

[411] Private

[412] Private

[413]
Microsoft malware classication challenge
(BIG 2015)

[414] CIDDS-001

[415] KDDCup-99

[416] Ember

[417] KDDCup-99

[418] AmritaDGA

[419] CycleGAN, & StarGAN

[407] NSL-KDD

other conventional ML models. In [416], the authors have
proposed a new adversarial attack against MalConv which

evades detection with high certainty. They have found few
vulnerabilities in MalConv by analyzing its learned weights
and results. The proposed attack exploits these vulnerabilities
to generate adversarial malware examples by modifying few
bytes in file header.

C. Intrusion Detection Systems (IDSs)

In [379], the authors have evaluated the robustness of
various Network Intrusion detection classifiers like DT, Ran-
dom forest, Linear SVM, Voting ensemble against adversarial
examples. It can be observed that the accuracy has been
degraded from 73% to 45% in best case. In [394], a new multi
discriminator GAN architecture to enhance the performance of
anomaly detection system is proposed. The proposed approach
generates adversarial examples that is used to improve the
detection model. In [397], the authors presented a deep AEs
based adaptive ID System and a novel framework to tests its
robustness against adversarial examples. It can be observed
that the proposed approach achieves 15% more accuracy
when compared to PCA based detection system. In [403], a
blackbox attack based on GAN against ID System is proposed.
The proposed framework generates adversarial network traffic
which are malicious to evade detection with high success rate.
In [404], The authors have proposed a GAN based ID System
model for in-vehicle networks. Since the amount of known
attacks are very less in vehicle networks, they have used
GAN to generate fake data and used it to train the model.
It can be observed in the given experiment results that the
proposed model performs well with high detection rate for
even unknown attacks. In [405], a Host-based ID System
(HIDS) based on GAN is proposed. The GAN produces
adversarial anomalies which is used to train the Artificial NN
model along with the original dataset. The proposed method
improves the detection accuracy of unseen anomalies from
17.07% to 80.49%. In [406], an SDN-based port scan detecting
framework based on DL architectures such as CNN, MLP, and
LSTM are studied and their robustness against four adversarial
attack algorithms are tested as well. It can be observed that
among 4 adversarial attack methods, JSMA performed better
and reduced the accuracy comparatively well. In [407], the
authors have studied the effect of three block box adversarial
attack against DNN based Network ID Systems (NIDS). It can
be observed from the results that the accuracy of DNN model
degraded notably and among the three attack method, ZOO
achieves best results. In [415], the authors have proposed a
network ID system which uses two data augmentation modules
to address the data insufficiency challenge. The proposed
method employs probabilistic generative model and DL based
adversarial sample generation model to generate synthesized
and adversarial data respectively. These generated data is then
used to enhance the performance of the detection system. In
[417], the author proposed a method based on GAN to trick
the ID system and evade detection. The proposed method uses
GAN to generate adversarial DDoS attack traffic and tricks
the CNN based detection model. It can be observed that the
detection accuracy drops significantly from 97.3% to 47.6%.
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D. Other Adversarial based Attack and Defence techniques in
Cyber Security

In [384], the authors studies the efficacy of two existing
defences against adversarial attack and proposes a weight
decay defence. They have analyzed distillation and ensemble
defences and found that ensemble technique significantly im-
proves the robustness of the model against adversarial attacks.
They have shown that by adding few more hidden layers, the
robustness can be improved further. In [387], an outlier based
defense technique against poisoning attacks against linear
classifiers is proposed. It can be observed that the proposed
approach is effective but fails to detect attacks that are less
aggressive like label flipping. In [388], the authors employs
generalized distillation learning approach to train the DL based
detection model using privileged features which are available
at the time of training. They have shown that the proposed
method leads to better accuracy when compared to systems
with no privileged information. In [389], a novel real-world
attack against computer vision based modules of autonomous
vehicles. The proposed approach utilizes adversarial examples
concept to trick the system to misclassify advertisements
and innocuous signs as adversary’s desired traffic sign with
high certainty. It can be observed that the proposed method
misclassifies with a success rate of 95% in the physical
environment. In [390], a novel adversarial attack against DL
classifier in a black box environment is proposed. The pro-
posed approach modifies the data with small text perturbation
to produce adversarial examples. They have also developed a
new score metrics which rates the effectiveness of each word
in contribution to misclassification. It can be observed that
the proposed method degrades the accuracy from 87% to 26%
on IMDB and from 99% to 40%on Enron datasets. In [391],
the authors demonstrates an optimization-based adversarial
attack on DL based automatic speech recognition system.
The proposed approach is capable of generating adversarial
example from any input audio waveform by adding small
perturbation and it can trick the model to give out a specific
target transcription as output with 100% success. In [392],
a DL based deceptive review detection model is proposed. It
uses GAN with two discriminators to detect fake reviews. The
proposed approach achieves accuracy of 89.1% and performs
better when compared to the baseline models. In [395], the
authors presents a GAN based framework which generates
adversarial examples which are used during the training phase.
The proposed approach enhance the performance of the orig-
inal detection model in terms of precision, accuracy, and
other performance metrics and also reduces the specificity of
the original detection model. [409] proposed a GAN based
method for bypassing Perceptual ad-blocking. In [414], the
authors have proposed a novel DL based network traffic
generation method. It generates flow-based network traffic by
using GANs. They have proposed three preprocessing methods
and a novel evaluation technique in order to convert the flow-
base data into continuous values which are fed into GAN and
to evaluate the quality of the generated traffic data. In [419],
a novel approach for the detection of fake images generated
by GAN is proposed. The proposed approach computes the

co-occurrence matrices on the RGB channels of the images
and uses those matrices to train the CNN model to detect
fake GAN images. The proposed framework is test using two
GAN datasets such as cycleGAN and StarGAN and the model
achieves 99% of accuracy for both datasets.

X. REINFORCEMENT LEARNING FOR CYBER SECURITY

This is a revolutionary technique that is inspired by the
psychological concept of Pavlov’s classical conditioning tech-
nique and the mathematical concept of Markov decision pro-
cess [638]. The abilities of these concepts are exploited in
order to make an algorithm learn to make decisions in a certain
scenario by making it experience the same scenario again
and again. There are three vital elements that construct this
algorithm namely, observation, reward and action. Each time,
the algorithm is allowed to take a decision and observes the
changes in the scenario which in turn receives a corresponding
negative or positive reward. Generally, the motive is to gain
the maximum reward. Therefore the algorithm, aided by the
reward uses the Markov decision process to either receive
the maximum reward or reach a particular goal. This process
is known as classical reinforcement learning which are only
suitable for smaller problems. In case of larger problems, Deep
Reinforcement Learning approaches are used. This approaches
utilize NNs or approximation methods for finding the optimal
value or solution for the problem. Deep reinforcement leaning
based solutions for the applications of Cyber Security are still
in this beginning stage. This methodology can be suitable
for Cyber Security applications like botnet detection, malware
detection etc. A short review on RL for Cyber Security is
reported in Table X.

A. Reinforcement learning based Intrusion Detection

In [323], an adaptive ID system based on ML is proposed.
The proposed framework uses multi-class SVM with PCA for
feature reduction and RL approach for prediction. The model
is trained on benchmark datasets such as the KDDCup-99 data
and the system call data and it achieves promising results.
In [324], a distributed ID system based on multi-agent RL
is proposed. The proposed approach uses RL sensor agents
to learn to differentiate normal and abnormal network states
and the decision agents to learn the semantics of the actions
sent by the sensor agents. The authors have given a detailed
analysis using realistic traffic from network simulation. In
[325], a decentralized DDoS detection and response system
is proposed. The framework uses multi RL agent router
throttling to respond to DDoS attacks. The proposed approach
is more secure, autonomous, scalable and it achieves better
performance when compared to other related approaches. In
[326], the authors have proposed a new distributed scalable
framework for ID and response system based on RL. The
proposed decentralized approach is designed especially for
DDoS detection and response. The approach is to install RL
agents on a set of routers which learns from the traffic to
respond to DDoS attacks. In [328], the authors have proposed
a RL based detection system for flooding based DoS and
DDoS attacks. The proposed approach uses RL agents to
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Fig. 9. Deep learning methods for Cyber Security Applications.

analyse the data flow information between hosts in order to
differentiate normal and malicious traffic. In [331], a deep RL
based real-time DDoS attack mitigation framework for SDN
environment is proposed. The RL agents learns the optimal
policies for various attack scenario in order to mitigate the
attack. The proposed framework can responds well for various
attacks such as TCP SYN, UDP, and ICMP flooding and it
outperforms the other baseline models.

B. Other various applications in Cyber Security

In [327], the authors have proposed a RL based framework
to attack anti-malware engine and evade detection. The RL
agent in the proposed model learns by performing set of
operations against the anti-malware engine which will most
likely leads to evasion and gives insights about the loopholes of
the malware detector. In [329], an RL based black box attack
to evade static PE malware detection engines is proposed.
The RL agent with a set of malicious functionalities performs
a series of attack on the anti-malware engine and it learns
the sequences of operations which are more likely to evade
detection. In [330], the authors have proposed a RL based
fuzzing approach which finds security issues using modified
inpurs. They have used markov decision processes to formalize

fuzzing as RL problem and applied deep Q-learning algo-
rithms in order to optimize the rewards. They have evaluated
the proposed model and found that it performs better than
other baseline fuzzing approaches. In [332], an evolving NN
and RL based online phishing email detection framework
is proposed. The proposed model is capable adapting itself
and it can detect zero-day phishing attacks. The experimental
analysis shows that the proposed approach achieves 98.63%
accuracy and a very low FPR of 1.81%. In [333], a RL
based malware generation framework is proposed which is
used to improve the performance of the ML classifier. The
proposed framework generates malware samples which can
evade detection and trains the ML model with then generated
samples to improve its accuracy. The experimental analysis
shows that the accuracy improved to 93.5% from 15.75%.
In [334], a new deep RL based malware execution control
framework is proposed. The deep RL based framework learns
to halt the execution of malware files at best time and prevents
the attackers from evading the detection. The experimental
analysis shows that the proposed model halts the execution
of 91.3% of the files automatically and it improves the TPR
by 61.5% when compared to the baseline approach. Deep RL
algorithm was utilized as malware execution control model in
[302].
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TABLE X
A SHORT REVIEW ON REINFORCEMENT LEARNING FOR CYBER SECURITY

APPLICATIONS.

Reference Dataset

[323] KDDCup-99

[324] Private

[325] Private

[326] Private

[327] Private

[328] Private

[329] VirusShare, & VirusTotal

[330] Private

[331] Private

[332] PhishingCorpus, SpamAssassin, & PhishTank

[333] Ember

[334] Private

[302] Private

XI. APPLICATIONS OF DEEP LEARNING IN CYBER
SECURITY

In recent days, various applications utilized the frameworks
of DL for various use cases of Cyber Security. Additionally,
the application of NLP, signal and image processing and BD
analytics leveraged along with DL. In this section, we discuss
the number of DL based Cyber Security applications. DL
for Cyber Security applications is in the infancy stage due
to lack of labeled data, data quality, high complexity, and
dynamic environment. Various deep learning architectures that
can be employed to Cyber Security are shown in Figure 9.
Each of these main Cyber Security applications contain sub
applications. The hierarchies of Cyber Security applications
is shown in Figure 9. In the last years, Security researchers
employed various deep learning methods for Cyber Security
applications. These published researches are surveyed, sum-
marized and identified the advantages, limitations and future
scope of the work.

A. Deep Learning in Intrusion Detection

Today’s most of the communications rely on ICTs and
Internet based services. Growing reliance on ICTs, Internet and
applications makes systems, networks and its services more
vulnerable to attacks against critical infrastructures. The quick
paced innovative progressions in this cutting edge time has en-
courged organization aroung the glode to adopt the integration
of information and communication technology (ICT). Thus
making a domain where each activity is directed through that
framework making the association defenseless if the security
of the ICT framework is endangered. Consequently, this for a
multilayered discovery and assurance conspires that can deal
with really novel assaults on the framework and in addition
ready to independently adjust to the new information.

Everything in this day-to-day work is becoming connected
with each other. One of the most important among them is
autonomous driving. In the foreseeable future, they can see
the streets flooded with autonomous driving cars due to the
initiation of companies like Tesla, Waymo and several other
major companies and startups. Since autonomous cars have
more similarities with a modern smartphone than a traditional
combustion engine car, it raises the question of cyber safety,
security robustness and hack ability of the system that runs
these autonomous cars. Cyber-attacks on cyber-physical sys-
tems like Controller Area Network (CAN) has been shown to
be potentially vulnerable. A short review on DL applications
in ID is reported in Table XI.

1) KDDCup-99 Dataset: Deep learning with ML compar-
ative study: In [423], DBN based ID system is proposed. A
greedy multi-layered DBN is capable of extracting features
from large unlabeled dataset. The proposed model performs
better than SVM and ANN based detection models and it
achieves an accuracy of 93.49%. In [432], an LSTM-RNN
based ID system is proposed. The proposed model learns
from network traffic data to differentiate between normal and
malicious traffic. The model achieves an accuracy of 96.93%
and performs better when compared to other classifiers such as
SVM, KNN and GRNN. In [424], LSTM is used for detection
network intrusion and its performance is evaluated for different
feature sets. The model outperforms other approaches used
in KDD Cup ’99 challenge with an accuracy of 93.82%. In
[441], various recurrent structures are are employed for ID.
These architectures are evaluated on three different datasets.
In [443], the authors have studied the performance of DNN
for ID system. The model is trained on normalized dataset and
its performance is evaluated. The proposed model outperforms
other models like SVM, DBN and etc. and it achieves an accu-
racy of 95.57%. In [463], a multi-layered echo-state machine
is employed to model the ID based on network traffic data.
The proposed model is compared with other traditional ML
classifiers such as SVM, Nave Bayes, Random Forest, KNN,
DT and MLP. In [474], the performance of DNN is studied for
network IDS. various DNN models with different number of
layers are evaluated and compared with other traditional ML
classifiers. It is found that DNN with 3 layers achieved the
best results. In [519], a DL based semi-unsupervised technique
is proposed for network anomaly detection framework. The
proposed framework reduces the dimensionality of the feature
by using the novel technique and learns to classify normal and
anomalous behaviours with good accuracy.

Deep learning without ML comparative study: In [421],
the authors have proposed a RNN based outlier detection
system. The performance of RNN is compared with other DM
and statistical methods such as Hadi94, Donoho-Stahel and
MML. In [422], the effectiveness of LSTM based approach
is studied for ID. The LSTM model is evaluated in terms
of confusion matrix, accuracy and AUC. In [425], a hybrid
AEs and DBN based malicious code detection framework is
proposed. The AE model facilitates dimensionality reduction
to extract the useful features from the data and DBN model
is used for classification. The proposed architecture performs
better than simple DBN model. In [427], a DBN based online
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anomaly based IDS is proposed. The DBN model is used
to extract the useful features from the dataset and a LR
classifier is used as detector. The proposed model achieves
an accuracy of 97.9% and it performs better than other related
models. In [433], the authors have evaluated the effectiveness
of CNN, MLP and CNN based hybrid architectures such as
CNN-LSTM, CNN-RNN and CNN-GRU for ID system. It
can be observed that the CNN based architecture performs
better than other hybrid models. In [438], the effectiveness of
LSTM based ID classifiers with 6 different gradient descent
optimizers are studied.It is found that the model with adam
optimizer performs better with 98.95% of accuracy when
compared to other optimizers such as rmsprop, adagrad,
adadelta, adamax, and adam. In [439], a LSTM-RNN based
anomaly detection system is proposed. The model is trained
on time series data and it detects anomalies collectively by
observing the prediction error from a number of time steps.
The application of AE is discussed for ID by [445]. In [447],
SAE and stacked RBM models are studied for anomaly based
network IDS. The experimental analysis shows that the SAE
model performed better than RBM and the SAE consumed
more time to train when compared to stacked RBM. In [456],
LSTM and RNN based ID system is proposed which models
the network behaviour in order to differentiate between normal
and malicious traffic data. Both LSTM and RNN model
performs well with an accuracy of 83% and 82% respectively
in best case. In [457], effectiveness of three DL approaches
for NIDS is studied. The study uses DNN, AEs and LSTM
models to construct a ID classifier. It can be observed that the
AEs outperforms the other models with an accuracy of 98.9%.
In [469], two DL approach for detection network intrusion is
proposed. Both LSTM and CNN-LSTM outperforms simple
RNN based IDS with an accuracy of 89.23% and 94.12%
respectively in best case. In [482], a greedy DAE based
network anomaly detection system is proposed. The proposed
model extracts useful features from imbalanced data and
learns to differentiate normal and malicious behaviour. The
proposed model achieves an accuracy of 94.71%. In [502],
the effectiveness of various LSTM variants such as Dynamic-
RNN for GRU and LSTM, GRU and Bi-directional LSTM are
studied for IDS. PCA and RF are used as detection classfiers in
which RF outperformed PCA model. They found that simple
LSTM performed better than all other model in terms of
accuracy where as BLSTM trained in just 190 second with
accuray less than 90%. In [510], the authors have proposed a
DNN based IDS. They have shown that the model achieves
an accuracy of 99.9% which is better when compared to other
traditional ML models.

2) NSL-KDD Dataset: Deep Learning without ML Com-
parative study: In [426], the authors have studied the effec-
tiveness of DNN model based IDS. The proposed system
uses fine-tuned AE model to extract useful features from
preprocessed dataset and DNN model is used to differentiate
between normal and malicious network traffic. In [428], a DL
based flexible network ID system is proposed where self taught
learning (STL) is used for learning the difference between nor-
mal and malicious network traffic. The proposed STL model
achieves more than 98% accuracy in all the classification. In

[440], an LSTM based DDoS attack detection system using
TensorFlow framework is proposed. The model parameters are
fine tuned and its performance is evaluated in both CPU and
GPU environment. /the model achieves accuracy of 99.968%
in best case. In [464], MLP based ID system with online and
office feedback is proposed. The feedback with most relevant
features are provided to the user to improve the user trust.
Robustness of AE is discussed for ID [466]. In [468], a LSTM-
RNN approach is proposed for NIDS. The performance of the
model is compared with simple RNN based detection system.
It can be observed that the LSTM-RNN outperforms the
simple RNN with 75% accuracy in best case. In [477], a CNN
based real-time ID system is proposed for very large network.
The raw network traffic data is converted to image and give
as input to CNN. The proposed model is compared with RNN
and other traditional ML classifiers. It is found that the CNN
achieves better false alarm rate with very few computation
while compared to RNN based detector. In [480], the authors
have proposed a NIDS based on stacked non-symmetric DAEs
(S-NDAE). The proposed technique facilitates dimensionality
reduction of non-symmetric data and it uses random forest as
classifier. In [483], the authors have studied the effectiveness
of CNN architectures of different depth for NIDS. They have
used 3 CNN models of varying depth called shallow, moderate
and deep CNN. They have found out that the deep model does
not improve the performance and proposed model sometimes
performs better than VAE based model. In [484], studied a
detailed analysis of application of ML and DL models for ID.
The study also discussed the importance feature learning in
ID. In [486], the authors have used MLP and AE models
for IDS. The network traffic data is preprocess where the
outliers are eliminated and statistical analysis is used to obtain
useful features from the data. They have found that AE model
achieves 87% of overall accuracy and it outperforms MLP
and other related models. In [490], proposed cooperative DBN
based method for ID in cloud environment. In [493], proposed
modified DBN based method for attacks and other security
related event detection for heavy-duty robots. In [504], a DL
based distributed attack detection system is proposed. The
proposed DL model achieves 99% of accuracy in best case.
In the experimental analysis, the proposed model is compared
with other centralized and traditional ML approaches. In [521],
the authors have proposed a ID and classification system
using AEs. The AEs extracts the features from normalized
dataset and learns to differentiate normal and malicious data.
The proposed model achieves an accuracy of 99.3% and it
outperforms other DL models like CNN, CNN-LSTM, DBN,
CNN, S-NDAE and etc.

Deep Learning with ML Comparative study: In [430], a
flow based anomaly detection system for SDN scenario is
proposed. The proposed model learns to detect anomalies from
the 6 extracted features. The experiment analysis compares the
performance of the proposed model with other traditional ML
approaches. In [434], two CNN based ImageNet architectures
are studied for ID system and its performance is compared
with other traditional ML approaches. It is found that the
CNN model performed better than traditional ML classifiers.
In [436], the authors have proposed a malware and network
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ID system based on AEs. The proposed model automatically
learns the semantic similarities among the features and per-
forms better than other classifiers like DT, gaussian naive
bayes tree and etc. In [442], the authors have proposed a
LSTM based ID system which uses PCA for feature extraction.
PCA is reduces the dimensions of the feature while main-
taining its variance. The proposed model achieves 98.85%
accuracy and it outperforms other related models. In [444],
The performance of RNN is studied for ID system. RNN
model is used for both binary and multi-class classification
with various learning rate and number of neurons. The experi-
mental analysis found that 80 hidden neurons and learning rate
of 0.1 achieves the best result in binary classification whereas
in multi-class classification, 80 hidden neurons and learning
rate of 0.5 achieves the best results. In [446], two CNN based
IDS with a new feature representation approach is proposed.
The symbolic and continuous features from raw network traffic
packets are extracted and converted into a image which is
taken as input by CNN. The experimental analysis compares
the proposed models with traditional ML classifier like SVM,
random forest and etc. IoT based network ID method proposed
by [449] using NN and implemented in FPGA. In [452], two
DL based ID system is presented. The feedforward neural
network and CNN models are compared with traditional ML
classifiers such as DT, random forest, SVM, Naive Bayes.
It can be observed that the proposed models outperforms
the traditional classifiers. In [467], a STL framework based
on AEs for ID is proposed. The proposed approach learns
efficiently from the features and reduces the dimensionality
of the features to aid SVM based detector. The model is
compared with other ML based classifiers like DT, random
forest, naive bayes and etc. In [471], a CNN based character
level ID system is proposed. The system preprocess the data
by considering the network traffic records as sequences of
character. The proposed system performs better that traditional
ML classifiers with an accuracy of 85.07%. In [472], the
effectiveness of CNN, LSTM and AE models are studied
for anomaly based ID system. Experimental analysis shows
that LSTM and CNN performs better than AEs and other
traditional ML classifiers. In [485], the authors have proposed
a LSTM based ID system which uses semantic features of
the data to classify. They have used a new feature extraction
technique which extracts semantic features from various net-
work traffic data. The proposed LSTM model is compared
with other traditional ML classifiers. In [488], a GRU based
IDS is proposed where a novel technique called local adaptive
SMOTE is used to deal with imbalanced network traffic data.
The GRU model extracts the temporal features from the data
and learns to classify it. The proposed model is compared
with other state-of-art approaches. In [489], a SVM and AE
based IDS is proposed where AE is used for dimensionality
reduction and to extract the useful features automatically and
SVM is used as detection classifier. It can be observed that
model using ReLU and cross entropy gave the best result. In
[503], a Gaussian-Bernoulli RBM is proposed for detection
of DDoS attack. The RBM model has 7 hidden layers and
the hyperparameters are optimized. The proposed model is
trained using normalized dataset and it performs better than

other models like Bernoulli-Bernoulli RBM and DBN with
73.2% of accuracy in best case. In [509], a stacked sparse
AE based IDS framework is proposed where high dimensional
sparse features are extracted automatically to classify normal
and maliciou traffic. The experimental analysis found that
the features extracted in this study accelerates the detection
process and they are far more discriminative for intrusion
behaviors compared low dimensional features. The DL archi-
tectures performed well in compared to all other architectures
[608]. Various DNNs performances are evaulated for network
intrusion detection by [625]

3) Private Dataset: In [429], the authors have proposed a
DL based DDoS detection framework in SDN environment.
They have used SAEs to extract features from large network
traffic and to learn to differentiate normal and DDoS attack
traffic. The proposed system achieves an accuracy of 99.82%
in binary classification and 95.65% in multi-class classifica-
tion. In [437], the LSTM based centralised host ID system
is proposed. Three LSTM models are trained on efficiently
proposed system call sequences from the host system. All
three models outperforms the other ML classifiers such as
random forest, SVM and LR with 0.924 precision in best
case. In [458], various ML and DL approaches are used for
DDoS detection in consumer IoT devices. KNN, SVM, DT,
Random forest and DNN models are trained on network traffic
data. The experimental analysis compares the performance
of these models in context of stateless and stateful features
and all models achieves good accuracies ranging from 0.91
to 0.99 approximately. In [481], a new lightweight network
IDS based on ensemble of AEs is proposed. The proposed
system performs online anomaly detection by extracting the
features from network traffic. The system is lightweight and
its performance is evaluated on devices like IoT network,
camera surveillance network and Raspberry Pi router network.
In [491], DL models are studied for real-time financial fraud
detection framework. SAE and restricted boltzmann machines
(RBM) are trained using a dataset extracted from one month
user transaction logs of a private money service company. It
can be observed that the RBM model achieves 92% accuracy
and it performs better than SAE model whose accuracy is
81%. In [492], the authors have proposed a low speed port
scan detection system based on CNN model. The system
filters the normal packets and group the remaining suspicious
packets using its source and destination IP. The proposed
CNN model extracts the interval and sequential features from
the input and learns to detect port scan. The experimental
analysis shows that the proposed model achieves precision
of 97.4%. In [501], a centralized localization attack detection
framework in wireless sensor network based on DL model is
proposed. The SdAs are used to learn from the topological and
positional features of the data and its performance is evaluated.
The proposed system achieves an accuracy of 94.39%. [514]
proposed a NN architecture for ID. In [517], the authors have
proposed a CNN based IDS where the controller area network
(CAN) data is preprocessed and mapped to 2D images and fed
into CNN. The CNN models extracts the useful features and
learns to detect malicious ECU attacks with an accuracy of
more than 90% using limited data.
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4) UNSW-NB15 Dataset: In [451], a CNN based ID system
(IDS) which can be employed in the router is evaluated. The
layout of features are rearranged by the genetic algorithm in
order to enhance the performance of the IDS. The genetic
algorithm enhances the detection capacity to 0.77 from 0.71.
In [461], an Bi-directional LSTM based approach is applied
for detecting intrusion in Iot network. The model learns to dif-
ferentiate between normal and malicious traffic. The proposed
model performs well and it achieves an accuracy of 95%. In
[475], a novel encoding approach is proposed which enhance
the performance of CNN for network anomaly detection. The
CNN model is compared with random forest based detetor.
The experimental analysis shows that the proposed encoding
approach consistently gives better results when compared to
gray-scale encoding. [513] proposed hybrid DAE and MLP
for ID. The DAE was used for feature extraction and MLP for
classification.

5) Kyoto Dataset: In [454], a hybrid GRU and SVM based
ID system which uses network traffic data is proposed. The
proposed system uses SVM instead of softmax in the final
output layer in order to enhance the performance of the
detection system. The model achieves an accuracy of 81.54
while the accuracy of softmax approach is 63.07.

6) ISCX-IDS-2012 Dataset: In [455], the authors have
proposed a anomaly detection framework based on LSTM-
RNNs models. The proposed models uses flow sequences to
model the network behaviour. In [498], a IDS based on CNN
and random forest algorithm is proposed. Word embedding is
applied to the payloads obtained from raw network traffic is
fed into CNN which extracts payload features. The statistical
features extracted from the network traffic and payload fea-
tures from the CNN is used to train the random forest classifier.
The proposed model achieves accuracy of 99.13% and FAR
of 1.18% which is better when compared to other SVM, NN,
CNN and Random forest models. In [499], a CNN and LSTM
based network IDS is proposed where word embedding is used
for dimensionality reduction. The CNN model learns from
payload text features and its output given to LSTM model
with header feature in order to learn the temporal features.
The proposed model achieves 99.97% accuracy and a very
impressive FAR of 0.02% which are better than other state-
of-the-art approaches. In [500], a hybrid SAE and SVM based
IDS is proposed. The SAE model is used for dimensionality
reduction and for extraction of 10 latent features and then
the SVM model is used as classifier. The proposed model
whose accuracy is 92% performs better than PCA-GMM and
RBM approach in terms of accuracy and execution speed. In
[505], a distributed IDS based on random forest (RF) and DL
is proposed. The research uses a imbalanced network traffic
dataset comprising of multiple attack types and it resolves the
class imbalance problem by using oversampling technique.
The proposed approach uses specific model for each attack
type for first phase and uses distributed RF and DL models in
the second phase.

7) CICIDS2017 Dataset: In [462], the authors have pro-
posed two port scan attempt detection framework. They have
used DL and SVM models which are trained on normalized
dataset. The performance of both the models are evaluated

and it can observed that DL model acheveils 97.80% of
accuracy while SVM achieves an accuracy of 69.79%. In
[479], an anomaly detection model based on LSTM network
is proposed. The model uses multiple flows to extract the
temporal features. The attention approach is used by the model
to focus on useful features. The performance of the proposed
model is evaluated and it is compared with various ML and
DL models. The proposed model achieves an accuracy of 91%.

8) AWID Dataset: In [470], the authors have proposed a DL
based solution for WiFi NIDS. The SAEs and DNN are used
to classify normal and attack network traffic. The proposed
model classifies the traffic into 4 classes such as normal,
impersonation attack, flooding attack and injection attack. The
model achieves an accuracy of 98.4%, 98.3%, 73.1% and
99.9%, for 4 different classes respectively.

9) HTTP DATASET CSIC 2010 Dataset: In [478], a char-
acter level CNN based web application firewall is proposed
which learns to differentiate between normal and malicious
http requests. The model is trained using unicode encoded
raw http requests and its performance is evaluated. The pro-
posed model achieves an accuracy of 98.8% and its average
processing time is 2.35ms.

10) CIDDS-001 Dataset: In [507], the effectiveness of
LSTM for flow-based network IDS is studied. LSTM models
of different combination of hyperparameters are tested using
a flow-based network traffic dataset and its performance is
evaluated. The experimental analysis compares the perfor-
mance of proposed LSTM models with other traditional ML
approaches. In [508], the effectiveness of various machine and
DL models are studied for anomaly-based IDS. The study
used various technique to fix the imbalanced dataset and
trains DNN, VAE, random forest, voting, and stacking ML
models.The experimental analysis founds that the proposed
DNN model with down-sampling and class balancer achieves
99.99% accuracy and RF model works effectively even when
large amount of the data is missing.

11) CTU-13 Dataset: In [511], a two level DL based
adaptive anomaly detection system for 5G networks is pro-
posed. The proposed model uses flow-based features from
the network traffic data and trains DBN or SAE model in
the first level. LSTM is used in the second. In [512], the
authors have proposed a DL model for network anomaly
detection which provides a MEC-oriented solution for 5G
networks. The proposed approach extracts the flow based
features automatically and learns to detect anomalous traffic
in real-time.

12) Mixed Dataset: Deep Learning with ML Comparative
study: In [431], a LSTM based host ID system is proposed.
The LSTM network models the system calls to learn the
semantic features and a new ensemble method is used to detect
the anomalies. The proposed system is trained on 3 different
datasets and it achieves high accuracy and low false alarm
rate when compared to other related approaches. In [453], a
novel CNN-LSTM based ID system is proposed. The CNN
model learns the low level spatial features while the LSTM
model learns the high level temporal features from the network
traffic data. The proposed model is trained on two different
dataset and it outperforms other related approaches. In [465],
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a DL based solution for detection cyber attack in mobile cloud
network is proposed. The proposed model is trained using
NSL-KDD, KDDCup-99 and UNSW-NB15 datasets and it
achieves an accuracy of 97.11% in best case. Its performance
is compared with other traditional machine algorithms like
SVM, DT, MLP, random forest and etc. In [476], a CNN-
LSTM based ID system is studied. The CNN model learns
the spatial features while the LSTM model learns the temporal
features from flow features extracted from raw network traffic
data. Optimal parameters for the model is found by using tree
structured Parzen estimator. The study further investigate the
impact of flow size and flow status interval on the performance
of the detector. [487] proposed the LSTM architectures for
cyber attack detection in fog-of-things environment. The archi-
tecture is scalable and also it can work in a distributed way to
detect cyber-attacks. In [494], a distributed DBN and ensemble
SVM based malicious behaviour detection framework in large
scale network is proposed. The proposed distributed DBN is
used for non-linear dimensionality reduction and apache spark
based ensemble SVM model is used as detection classifier.
The model is trained on 4 different data and it is compared
with other related models. In [496], a DAEs and DNN based
anomaly based IDS is proposed which is specifically designed
for IICS. The proposed DAE model learns the normal be-
haviour of network and produces the optimal parameters which
are used to effectively tune the parameters of DNN based
classifier. In [497], the authors have proposed an online DBN
based anomaly IDS which uses a new activation function.
The proposed new fast adaptive linear activation function
enhances the convergence speed of the proposed model and
reduces the training time by 80% when compared to other
activation functions such as ReLU , tanh and Sigmoid. It
also increases the accuracy of the model to 98.59% which
is better than other state-of-the-art models. In [506], a DNN
based scalable routing attack detection framework is proposed
where the attack dataset is extracted from the Cooja IoT
simulator. The proposed framework preprocess the extracted
simulator data and selects the useful features which is fed
into DNN model as input. In [516], a stack AE based network
IDS is proposed where the model is capable of learning the
important features from a large quantity of unlabeled data to
classify them. The proposed model is trained using UNSW-
NB15 and KDDCup-99 dataset and it achieves an accuracy of
89.134% and 99.996% for both datasets respectively which
is better when compared to the other existing approaches.
In [522], a DBN based IDS is proposed where a novel
clustering algorithm is used to split the training data into
several subsets. These subset of data are trained on several
sub-DBN classifiers which reduces the feature dimension and
classifies the data. The proposed model is trained on NSL-
KDD and UNSW-NB15 datasets. Various DL architectures and
tensor decomposition methods were evaluated for ID [604].
[614] proposed a DNN based architecture for host and network
level ID. Various DL architectures such as LSTM, GRU,
RNN, and IRNN were evaluated for on NSL-KDD dataset.
Detailed experimental analysis were also shown on minimal
feature sets and compared with the classical MLA. The DBN
architecture was modeled for intrusion detection by [596]. The

performance of DBN was evaluated on both the KDDCup-99
and NSL data sets. The results of DBN were compared with
the MLP, LR, NB, KNN, DT, SB, RF, SVM and ELM. The
DBN architecture outperformed the other models in all the
experiments.

Deep Learning without ML Comparative study: In [435], a
hybrid CNN and AEs based network ID system is proposed.
The proposed system combines the advantages of both archi-
tecture to automatically extract and learn from raw network
traffic and it achieves high accuracy. This proposed model
has the potential to be used in large scale and real world
scenarios. In [448], a SdA based network ID framework where
the model is trained using session based features extracted
from raw network traffic packets. The proposed model is
evaluated using CTU-13 and ISCX-IDS-2012 dataset and
its performance is evaluated. In [450], a DL based online
anomaly-based IDS for FPGA hardware is proposed where
the number of computation are reduced by utilizing dynamic
fixed point arithmetic. The proposed system uses DBN model
and it is evaluated on 2 different dataset. The experimental
analysis shows that the proposed model achieves an accuracy
of 94.6% on the NSL-KDD dataset and 95.1% on the HTTP
DATASET CSIC 2010 dataset with the detection speed of just
.008ms. In [459], a CNN based authentication system using
mouse behaviour is proposed. The 2D-CNN model is trained
on 2 publicly available datasets called Balabit and TWOS
and its performance is compared with 1D-CNN and SVM
models. The proposed model outperforms the other models
and it achieves an average AUC of 0.96 in best case. In [460],
the effectiveness of CNN based NIDS is studied and compared
with other approaches like SAE and DBN models. The CNN
model is trained using UNSW-NB15 and NSL-KDD datasets
and its performance is evaluated. It can be observed that the
CNN outperforms other models in normal class classification
with an accuracy of almost 99%. In [495], a DBN based
online anomaly detection system is proposed where FPGA
is used for better power efficiency than CPU and GPU and
for enhancing the inference speed to .008ms. The proposed
model is trained on different datasets and it converges faster
than other state-of-the-art DL models. it achieves an accuracy
of 97.% in best case. In [518], the effectiveness of several
DL models are studied for DDoS attack detection system
where four DL models such as MLP, CNN, LSTM, CNN-
LSTM are trained using CICIDS2017 datasets. The proposed
model CNN-LSTM model performed better than other models
and it achieves an accuracy of 97.16%. In [520], a CNN and
RNN based network attack detection models are proposed.
The network traffic payloads are preprossed into byte and
character streams which are taken as input by CNN and RNN
respectively. Both the models are trained using KDDCup-99
dataset and its performance are evaluated. It can be observed
that the processing speed of CNN and RNN are 4.2 ms and
2.8 ms for a single sample. In [523], a DL based adaptive
and scalable misuse IDS is proposed. The MAPE-K reference
model and STL model are used to learn from reconstructed
data and to create a self adaptive misuse IDS. The proposed
model is trained on NSL-KDD and KDDCUUP 99 datasets
and it is compared with a static IDS.
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TABLE XI: A SHORT REVIEW ON DEEP LEARNING APPLICA-
TIONS IN INTRUSION DETECTION.

Reference Architecture Dataset Compared
CML

[421] RS KDDCup-99 No
[422] RS KDDCup-99 No
[423] DBN KDDCup-99 Yes
[424] RS KDDCup-99 Yes
[425] AE, DBN, & RBM KDDCup-99 No
[426] DNN NSL-KDD No
[427] DBN KDDCup-99 No
[428] Sparse Autoencoder NSL-KDD No
[429] Autoencoder Private No
[430] DNN NSL-KDD Yes

[431] RS
ADFA-LD, KDDCup-99,
& UNM-lpr Yes

[432] RS KDDCup-99 Yes
[433] CNN, CNN-RS KDDCup-99 No
[434] CNN NSL-KDD Yes
[435] Dilated CNN CTU-UNB, & Contagio-CTU-UNB No
[436] Autoencoder NSL-KDD Yes
[437] RS Private Yes
[438] RS KDDCup-99 No
[439] RS KDDCup-99 No
[440] RS NSL-KDD No
[441] RS KDDCup-99 Yes
[442] RS NSL-KDD Yes
[443] DNN KDDCup-99 Yes
[444] RS NSL-KDD Yes
[445] AutoEncoder KDDCup-99 No
[446] CNN NSL-KDD Yes
[447] SAE KDDCup-99 No
[448] Autoencoder, DBN, & CNN ISCX-IDS-2012, & CTU-13 No
[449] DNN NSL-KDD Yes

[450] DBN
NSL-KDD, & HTTP DATASET
CSIC 2010 No

[451] CNN UNSW-NB15 No
[452] FFN, & CNN NSL-KDD Yes
[453] CNN, & RS DARPA1998, & ISCX-IDS-2012 Yes
[454] RS, & SVM Kyoto No
[455] RS ISCX-IDS-2012 No
[456] RS KDDCup-99 No
[457] DNN, & RS KDDCup-99 No
[458] RS Private Yes
[459] CNN Balabit, & TWOS No
[460] DBN, SAE, & CNN NSL-KDD, & UNSW-NB15 No
[461] Bidirectional RS UNSW-NB15 No
[462] DNN CICIDS2017 Yes
[463] RS KDDCup-99 Yes
[464] DNN NSL-KDD No

[465] RBM
KDDCup-99, NSL-KDD,
& UNSW-NB15 Yes

[466] Autoencoder NSL-KDD No
[467] Autoencoder NSL-KDD Yes
[468] RS NSL-KDD No
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[469] CNN, & RS KDDCup-99 No
[470] SAE, & DNN AWID No
[471] CNN NSL-KDD Yes
[472] DNN NSL-KDD Yes
[473] CNN, & RS DARPA1998, & ISCX-IDS-2012 Yes
[474] DNN KDDCup-99 Yes
[475] CNN UNSW-NB15 No
[476] CNN-RS ISCX-IDS-2012, & CICIDS2017 Yes
[477] CNN NSL-KDD No
[478] CNN HTTP DATASET CSIC 2010 Yes
[479] RS CICIDS2017 Yes
[480] Autoencoder, & DNN NSL-KDD No
[481] Autoencoder Private No
[482] Autoencoder KDDCup-99 No
[483] CNN NSL-KDD No
[484] Autoencoder, & RS NSL-KDD No
[485] RS NSL-KDD Yes
[486] Autoencoder NSL-KDD No
[487] RS ISCX-IDS-2012, & AWID Yes
[488] RS NSL-KDD Yes
[489] Autoencoder NSL-KDD Yes
[596] DBN KDDCup 99, & NSL-KDD Yes
[490] DBN NSL-KDD No
[491] SAE Private Yes
[492] CNN Private No
[493] DBN NSL-KDD No

[494] DBN
KDDCup-99, NSL-KDD, UNSW-NB15,
& CICIDS 2017 Yes

[495] DBN
HTTP DATASET CSIC 2010, KDDCup-99,
& NSL-KDD No

[496] Autoencoder NSL-KDD, & UNSW-NB15 Yes

[497] DBN, & Autoencoder
HTTP DATASET CSIC 2010,
KDDCUP’99, NSL-KDD,
& Kyoto

Yes

[498] CNN ISCX-IDS-2012 Yes
[499] DNN ISCX-IDS-2012 No
[500] SAE ISCX-IDS-2012 No
[501] SdA, Private No
[502] RS KDDCup-99 No
[503] RBM NSL-KDD Yes
[504] DNN NSL-KDD No
[505] DNN ISCX-IDS-2012 No

[506] DNN
Real-time traffic, KDDCup-99,
& UNSW-NB15 Yes

[507] RS CIDDS-001 Yes
[508] DNN CIDDS-001 Yes
[509] Sparse Autoencoder NSL-KDD Yes
[510] DNN KDDCup-99 Yes
[511] DBN, SAE, & RS CTU-13 No
[512] DNN, & RS CTU-13 No
[513] DAE UNSW-NB15 Yes
[514] NN Private Yes
[516] Autoencoder, & DNN KDDCup-99, & UNSW-NB15 Yes
[517] CNN Private No
[518] CNN, & RS CICIDS2017 No
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[520] CNN, & RS
CNTC-2017 Webshell,
HTTP DATASET CSIC 2010,
& DARPA1998-all-attacks

No

[521] Autoencoder NSL-KDD No
[522] DBN NSL-KDD, & UNSW-NB15 Yes
[523] Autoencoder KDDCup-99, & NSL-KDD No

[604] DNN
KDDCup 99,
NSL-KDD, UNSW-NB15,
WSN-DS, & CICIDS 2017

Yes

[614] DNN, RS, & CNN KDDCup 99, & Kyoto Yes
[608] RS NSL-KDD Yes
[625] RS NSL-KDD Yes

TABLE XII: A short review on on deep learning based DGA, malicious
URL, phishing URL, spam email, phishing email and image spam
detection.

References Architecture Task Data set Text
representation

Compared
CML

[537] DBN Email
LingSpam, Enron,
& SpamAssassin Term frequency Yes

[538] RS Domain name
Publically available
sources Keras embedding Yes

[539] CNN URL Private One-hot Yes

[540] CNN URL Private
Word2vec,
& TF-IDF Yes

[541] RS Domain name
DGArchive, &
publically
available sources

One-hot No

[542]

AlexNet,
VGG16,
VGG19,
SqueezeNet,
Inception-BN-21k,
Inception-BN-1k,
Inception V4,
& ResidualNet152

Domain name

Publically available
sources, & samples
collected from
real-time system

Characters are
converted into
images

No

[543]
AlexNet,
VGGNet,
& GoogleNet

CAPTCHA Private - No

[544] DNN, & CNN CAPTCHA
Publically available
sources - No

[545] CNN URL
Publically available
sources One-hot Yes

[546] CNN
Domain name, &
URL

Publically available
sources One-hot No

[547] CNN, & RS Domain name

DGArchive,
publically available
sources, & real-time
data set

Keras embedding Yes

[548] CNN, & RS Domain name
Publically available
sources Keras embedding Yes

[549] CNN CAPTCHA
Publically available
sources - Yes
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[550] RS Domain name Private One-hot No

[551] CNN, & RS Domain name
Publically available
sources Keras embedding No

[593]
RS, CNN,
& CNN-RS URL

Publically avilable
sources Keras embedding Yes

[601] CNN, & CNN-RS URL
Publically avilable
sources Keras embedding Yes

[552] VAE
YouTube video
address Private Sent2vec embedding Yes

[553] DNN Web page Private bag-of-words Yes

[554] CNN, & RS Email IWSPA-2018
Word2vec, & Neural
Bag-of-ngrams No

[555] FastText Email IWSPA-2018 FastText No

[556]
Various deep learning
architectures Email IWSPA-2018

Various text
representations Yes

[557] CNN URL Private
Keras embedding,
& Bag-of-words Yes

[558] DBN URL
Publically available
sources

Manual feature
engineering Yes

[559] RS URL
Publically available
sources One-hot Yes

[560] RS URL
Publically available
sources One-hot Yes

[561] RS URL
Publically available
sources One-hot Yes

[562] CNN Image spam Image Spam Hunter - No

[563]
RS, CNN
& CNN-RS Domain name

Publically available
sources Keras embedding Yes

[564] RS Domain name
Publically available
sources Keras embedding Yes

[565] CNN, & RS Domain name
Publically available
sources, & real-time
data set

Keras embedding Yes

[566] CNN, & RS Domain name
Publically available
sources Keras embedding Yes

[567] CNN, & RS Domain name
Publically available
sources

Keras embedding,
& one-hot
encoding

Yes

[568] RS Domain name
DGArchive, &
Publically
available sources

TF-IDF & Keras
embedding Yes

[569] CNN, & RS Domain name
Publically available
sources Keras embedding Yes

[570] RS Domain name
Publically available
sources Keras embedding No

[571] CNN, & RS Domain name
Publically available
sources Keras embedding No

[572]
CNN, & RS
CNN-RS Domain name

Publically available
sources Keras embedding Yes

[573] DNN
Domain name
& URL

Publically available
sources

n-gram & feature
engineering Yes

[574] BLSTM Network flow Private Keras embedding No

[575] CNN Network flow
CTU-13 Dataset
& real-time
data set

Traffic to image
representation Yes

[576] BLSTM Network flow Private Keras embedding No



36

[577] DNN Network flow

HogZilla dataset,
CTU-13 dataset,
& ISCX-IDS-2012
dataset

- No

[578] DNN URL Private Bag-of-words No

[579] DNN URL
Publically available
sources

Manual feature
engineering No

[580] RS Domain name
Publically available
sources Keras embedding No

[581]
DNN (Invincea,
Endgme, NYU,
CMU, & MIT)

Domain name AmritaDGA ASCII representation Yes

[582]
CNN, CNN-NB,
& CNN-XGB Domain name AmritaDGA Keras embedding Yes

[583]
RS
& Bidirectional RS Domain name AmritaDGA Keras embedding No

[584] Bidirectional RS Domain name AmritaDGA Keras embedding No
[585] DNN Domain name AmritaDGA n-gram No

[591] CNN Email
TREC 2007, &
SpamAssassin Keras embedding Yes

[592] CNN Email IWSPA-2018 Keras embedding No

[586] CNN, & RS Domain name
Publically available
sources Keras embedding Yes

[587] RS Domain name
Publically available
sources Keras embedding Yes

[588] DNN, & RS Domain name
Publically available
sources Keras embedding Yes

[589] CNN, & RS
Domain name
& URL

DGArchive, &
publically available
sources

Keras embedding Yes

[590] CNN, & RS URL Private Keras embedding Yes

[603]
CNN, RS
& CNN-RS Domain name AmritaDGA Keras embedding No

[605]

Endgame, NYU,
MIT, CMU,
Invincea, DNN,
& CNN-RS

Domain name
Publically avilable
sources, & real-time
dataset

Keras embedding Yes

[606]
RS, CNN-RS, &
Bidirectional RS Domain name AmritaDGA Keras embedding Yes

[612]
RS, CNN,
& CNN-RS Domain name AmritaDGA Keras embedding No

[609] AE & CNN Domain name AmritaDGA Keras embedding No

[607] CNN, RS, & CNN-RS Email & URL
Publically avilable
sources Keras embedding Yes

[610]
DNN, RS, CNN,
& CNN-RS URL

Publically avilable
sources Keras embedding Yes

[604] RS & CNN-RS URL
Publically avilable
sources Keras embedding Yes

[622] RS Domain name AmritaDGA Keras embedding No
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B. Deep Learning in Developing Cyber Threat Situational
Awareness using DGA, URL, Email and Security log Data
analysis

The traditional antimalware systems may not be able to
identify malicious activities quickly. This is primarily due to
the reason that these methods consume a lot of time for reverse
engineering and there is a chance that a significant amount of
damage might have happened. However, it may be detected
faster through cyber threat situational awareness data analysis.
Situational awareness data are DNS, email, URL and social
media data. Timely collection of data from various sources
and analysis enable to detect malware quickly. The concepts
behinds these various data sources are discussed below.

Domain Name System (DNS): is one of the main Internet
protocols. Individuals all around the globe usually access
Internet through a browser works by rendering the web pages
and portals. First the domain name of the web page is typed
by the users in the browser’s address bar. Then, Internet
assists the users in information exchange. DNS servers can be
distinguished into two broad categories: Recursive servers and
Non-recursive/Iterative servers. Non-recursive DNS servers
basically work as the Start of Authority (SOA), replying
to the queries which are inside their governed/local domain
only without worying about the queries of other DNS servers
regardless if they can cater to the requested answer or not. On
the other hand, Recursive DNS servers reply to the queries
of not only local domain but also all types of domains by
sending the queries to other servers and then sending back
the response to the user. Some of the most serious attacks on
the Recursive DNS servers are root name server performance
degradation, DNS cache poisoning, Distributed Denial of
Service (DDoS) attacks, unauthorized use of resources. As
DNS protocol was not basically created with security issues
in mind and has vulnerabilities, the large expanse of event data
produced by these systems can be used to create situational
awareness about Cyber threat. Earlier day’s adversary embeds
malware with fixed domain name and IP address. This can
be detected by using blacklisting methods. In order to bypass
the blacklisting method, adversary uses the concept of fluxing.
There are two types of fluxing; they are domain and IP fluxing.
Fluxing means an adversary constantly changes the IP address
and domain name. Most commonly used method for domain
fluxing is domain generation algorithms (DGAs).

Domain generation algorithms (DGAs): The Domain
generation algorithm (DGA) facilitates the generation of large
set of domain names using a seed value which is known
to the attacker. The attacker uses the known seed value to
generate same set of domains and register one of the many
generated domains and deploy the C&C server. The DGAs
are broadly classified into 2 types. One is binary-based DGAs
which are embedded in the malware binary and triggered after
the installation of the malware. The second type is script-based
DGAs which are embedded in the Javascript and triggered
when the user opens a malicious website. The flow diagram
of domain flux attack is shown in Figure 10. As shown in
Figure 10, an infected system attempts to access many domains
in an attempt to contact the command and control server. It

contacts three domains, abc.com, xyz.com and secure123.com.
Both abc.com and xyz.com are not registered and an infected
system receives an NXDOMAIN response from DNS server.
The third domain is an active and registered domain. Hence
the DNS server uses this domain to call C&C server.

Fig. 10. Active domain name discovery process employed by recent malwares.

Botnets are networks formed by devices that are compro-
mised by malware. It can be controlled remotely by the bot
master using the command and control (C&C) channel [243].
A compromised device in a network is called bot and the bot
master uses these bots to conduct various illegal activities like
DDoS [243], phishing, identity theft, malware distribution, etc.
Even though the structure and size varies, they have same
stages of lifecycle [243]. The C&C server is used by the
botmaster to issue commands to the botnets based on which
the botnets perform their assigned tasks and sends back the
results. Based on the command and control communication
channel, the botnet are grouped into Internet Relay Chat
(IRC) botnet, Hyper Text Transfer Protocol (HTTP) botnet,
Peer to Peer (P2P) botnet, and Hybrid botnet where IRC
botnet uses centralized architecture, P2P uses distributed ar-
chitecture. Hybrid architecture is a hybrid of centralized and
distributed architecture and detection of botnet which uses
hybrid architecture is often difficult compared to centralized
and distributed architecture.

Spam and Phishing Email Detection: The most popular
form of spam being email spam commonly referred to as junk
mail’. The spammers or cybercriminals send us these spam
emails in mass amount, either to make money from the small
percentage of recipients that actually respond to such emails
or to carry out phishing scams to obtain passwords, credit card
numbers, bank account details and more or maybe to simply
infect the recipient’s computer with malicious code. Spam
emails are usually used for commercial purposes. Phishing is
another online scam where cybercriminals send emails asking
for sensitive information. These mails are made in such as
way that they appear to be from a legitimate company. In
recent days, this phishing email has become one of the major
issue of Internet not only resulting in annoying individual
users but also creating great financial losses for organizations.
These mails usually consist of links which will direct to a
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website appearing like the company’s website to fill in the
information but the information provided by you us misused
by the criminals since that link will directly take you to the
fake website. Phishing mail are basically a form of spam email
but is more manipulative and causes more harm since it tries to
extract the confidential information from the user and carry out
fraudulent activities. This particular type of spam employs two
techniques: deceptive phishing and malware-based phishing.
The first category uses social engineering scheme, which
generates a spam mail which fake the legitimate company or
a bank such that the victim is redirected to a fake website to
trick the victim to obtain financial data [228].

Uniform resource locator (URL): A universal address of
documents and other resources on the World Wide Web is
called as URL, which plays the important role of locating
documents and other web resources that are available online,
and find a method for accessing it via web browser. It has a
linear structure which is shown in figure 11and it generally
consists of some of the following:
• Scheme name: This finds the protocol that must be used

to access the required resource on the web. The most
commonly used protocol are ftp, http, https, and mailto.

• Host name: The hostname distinguishes the host where
the asset is found. A hostname is a space name allocated
to a host PC. This is typically a blend of the host’s
neighbourhood name with its parent space’s name. For
instance, www.google.com comprises of host’s machine
name www and the area name google.com.

• Port Number: Servers regularly convey in excess of one
kind of administration, so you should likewise tell the
server what benefit is being asked. These solicitations
are made by port number. Understood port numbers for
an administration are ordinarily discarded from the URL.
For instance, web benefit HTTP is normally conveyed on
port 80.

• Path: This distinguishes the particular asset inside the host
that the client needs to get to. For instance,/html/html-
url.php

Fig. 11. Structure of URL.

Internet Protocol (IP) is a system convention that makes
it feasible for a host to communicate with another host on
the Internet, paying little mind to the fundamental systems
administration equipment. The key rule behind IP is that every
host that connects to the Internet is assigned a unique logical
address which is used for identification of host and location
addressing.

As Internet grows, the URL has become one of the most
commonly used tool to host malicious contents by an adver-

sary and the problem of protection against those malicious
contents has come to the forefront in recent years. Many
open-source and commercial products are there for the same.
The traditional methods of blacklisting and filtering are simple
but not scalable, though some advanced methods using fuzzy
matching techniques exist. Other approaches try to use ML
techniques by extracting features from URL strings.

Completely Automated Public Turing Test to Tell Comput-
ers and Humans Apart (CAPTCHA): It is a technique used to
identify whether the user is a human or a bot. The user has
to pass the CAPTCHA test which is a challenge thrown to
him to prove that the user is human. It consists of an image
with distorted and obscured letters in the foreground, noisy
and graphical background. It is an active security technique
to prevent the application from DDoS, attacks. It is simple,
easy to implement and have many significant advantages and
generally it is the first line of defense. And it can be mainly
designed in a way that it is easy for a human to identify the
letters and numbers present in it but very difficult for optical
character recognition (OCR) software and any other automated
text recognition software and it very difficult to solve buy
present advanced AI. The reason is it uses three techniques
segmentation, invariant recognition and parsing which can be
easily done by a human user but the difficult and challenging
task for a computer program the human brain performs the
contextual dynamic thinking by mapping the contours of the
individual segmentation. Segmentation is the separation of the
letters and numbers individually text and by reducing the space
and baffling each other. Invariant recognition deals with the
human eye can identify infinite variations in the shapes of the
letters but a computer has to train explicitly to handle all the
spatial variations of the letters. Parsing is the ability to identify
the letters holistically based on the context is also important
when solving a CAPTCHA. Complete context has to be taken
into account and any letter should not be identified as the
wrong letter. The types of CAPTCHA’s are given below
• Text-based
• Image based
• Video based
• Audio based
• Puzzle based
A short review on DL applications in DGA, URL, Email

and security log data analysis is reported in Table XII.
1) Email: In [537], the authors have proposed a greedy

layered DBN based approach for spam detection. They have
trained the proposed model on three different datasets and they
have found that the proposed model outperforms the SVM
based approach for all three datasets. In [554], various DL
architectures like CNN, RNN, LSTM, and MLP are studied
for phishing email detection. The experiment uses world
embedding and neural bag of n-grams with DL models to
obtain semantic and syntactic email similarity. The experiment
results shows that word embedding with LSTM approach
performs well with accuracy of 99.1 and 97.1 in two different
task in anti-phishing shared task corpus at IWSPA-AP 20181.
In [555], a DL based anti-phishing system is proposed where
a distributed representation method is used to differentiate
phishing and legitimate emails. The proposed approach uses
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word embedding and neural bag-of-ngrams in order to extract
semantic and syntactic features from the email data and it
achieves f1 score of 99% in the best case. In [556], A summary
of anti-phishing shared task at ACM IWSPA 2018. There
were two subtask is given. First one is to identity phishing
emails from a collection of emails and the second task is
to separate phishing emails from the collection given header
and body information. Two new metrics such as balanced and
normalized balanced detection rate are used for performance
evaluation of all the teams. DL models and logistic regression
performed well in first sub task but when header information
is given in second sub task, Multinomial NB outperformed
the other models. In [562], a DL based image spam detec-
tion system is proposed where CNN is trained using dataset
containing 1738 images. The proposed model automatically
extracts the useful features and performs binary classification.
The results show that the proposed method outperforms other
ML techniques with an accuracy of 91.7%. In [591], two
CNN models are studied for email spam classification. Both
character level embedding and word embedding based models
performs better than baseline SVM based classifier. It can be
observed that character level linear SVM based approach got
almost same accuracy when compared with both CNN models.
In [592], a CNN based phishing e-mail detection system is
proposed. Dataset containing email with a without header are
taken and keras word embedding is applied. The proposed
CNN model learns to classify legitimate and phishing mails
and achieves good accuracy even though the used dataset is
highly imbalanced.

2) DGA: Recurrent Structures: In [538], a LSTM based
real-time DGA domain detection model is proposed. The
model is evaluated on open datasets and it better than other
state-of-the-art approaches. It achieves 90% detection rate
with AUC of 0.9993 for binary classification. In [541], a
RNN based DGA domains detection framework is proposed
which is based on domain names as input with no external
resources or human intervention. The proposed framework
achieves detection accuracy of 93% and F1 score of 93% with
very low false positive rate. In [550], a DL based approach
to address the problem of time series deinterleaving. The
proposed approach generates synthetic dataset and evaluates
various inference strategies for the problem using AHMM
and LSTM. The experimental results show that the LSTM
method outperforms the model based on AHMM. In [564],
the effectiveness of various DL based approaches are studied
for scalable DGA detection which uses DNS logs. DL models
such as RNN and LSTM extracts useful features from DNS log
data and its classification performance is evaluated. The results
show that DL models perform well when compared to ML
models and LSTM achieves the highest detection accuracy.
In [568], a RNN based robust DGA detection system which
takes advantage of additional WHOIS information if available
to enhance the performance of the system and to classify
much more difficult DGA families. A novel measure called
smashword score is also proposed which ranks DGAs based
on how close the domains resemble English words. In [570],
a DL based DGA detection engine is proposed where 1D-
CNN model is to extract the important features from a large

dataset containing URLs from 51 DGA malware families. The
results show that the proposed approach achieves an accuracy
of 97% with 0.7% FAR. In [580], a LSTM based anti-DGA
system is proposed where the model uses attention mechanism
in order to give more focus on important substrings in the
domain names which enhances the overall performance of the
system. The results shows that the proposed model achieves a
FAR of 1.29%. In [587], two state-of-the-art DGA detection
approaches are compared and dangers of manual feature engi-
neering are discussed. Random forest based FANCI approach
is compared with LSTM based approach and it is found that
the DL model achieves an accuracy of 98.7% while RF method
achieves an accuracy of 93.8%. This study also created a new
DGA based on feature set used in FANCI which reduced the
accuracy of RF and LSTM based model to 59.9% and 85.5%.
In [622] proposed LSTM architecture for DGA detection and
as well as classification. This has performed well in both the
tasks.In [609], The authors extracts the hidden layer features
and fed it as input to many classical ML models for further
learning. This type of learning approach can be called as
transfer learning.

Convolutional Neural Network: In [542], the authors have
presented various DGA domain detection approaches based on
pre-trained ImageNet models like VGG, Res Net, Inception,
Squeeze Net, and Alex Net. The models are evaluated us-
ing real-world malware dataset containing 34,000,000 unique
malware samples and the best model achieves a true positive
rate 99.86. In [575], a CNN based botnet detection framework
for IoT and wearable devices is proposed where the model
is trained using CTU-13 Dataset. The network traffic data is
converted into image format and fed into CNN model. The
experiment analysis shows that the proposed system using
transfer learning enhances the accuracy up to 99.98% while
the SVM and logistic regression based approaches achieves
an accuracy of 83.15% and 78.56% respectively. In [582],
the authors have presented a transfer learning technique by
combining CNN with NB classifier for DGA analysis. They
have used CNN-XGB ensemble for multi-class classification.
The performance of CNN-NB ensemble is then compared
with the performance of other classifiers such as NB, IRNN,
Random forest, CNN and Bigram-LR.

Mixed: In [547], a character level DL approach for DGA
detection and filtering framework is proposed where the model
is trained using a large set of real network traffic data. The
DNS resolved domains are test against classifier to predict
if they are benign or malicious. The framework is capable
of filtering and blocking potentially malicious domains from
communicating to C&C server. The proposed system achieves
a false positive rate of 0.01%. In [548], various manual
and automatic feature extraction based supervised learning
algorithms such as SVM, decision tree, ELM, HMM, LSTM,
recurrent SVM, CNN-LSTM and bi-directional LSTM are
studied for DGA detection. All the models are trained using 1
million alexa benign domains and OSINT DGA feed for eval-
uation of the performance. The result shows that the recurrent
SVM and bi-directional LSTM method achieves high detection
accuracy for both binary and multi-class classification. In
[551], the authors have studied five different DL architectures
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based on RNN, CNN or a combination of both in order to
differentiate between malicious and benign domain names.
It can be observed that there is very little difference in the
performance of all the 5 DL architecture but they all easily
outperforms random forest model which is based on human
engineered features. In [565], a DL based scalable DGA
detection framework which works at ISP level is proposed.
The framework uses event data from the DNS to detect DGA
and provides situational awareness. In [566], a novel CNN-
LSTM based approach is proposed for DGA and malicious
URL detection which incorporates NLP technique for en-
hancing the performance. The proposed system is compared
with traditional ML classifiers which uses bi-gram feature
representation and character-level CNN model. The results
show that the proposed system achieves an accuracy of 99%
for malicious URL detection and 98.3% for DGA detection.
In [567], the authors have studies the effectiveness of five
character-level RNN and CNN based approaches for DGA
detection. They have found that there is only little differences
among the performance of the proposed models while they
all comfortably outperform random forest based approach. All
the proposed models achieves 97-98% of detection accuracy
with very low FAR of 0.001. [569] proposes a cost-sensitive
method to handle multiclass imbalanced DGA classification.
A detailed analysis of various DL architectures performances
were evaluated for DGA classification with the data set split
including time and seed [571]. In [586], the authors have
proposed a scalable, distributed and unified framework which
provides the situational awareness and decision capabilities
required to take active measures to handle complex threats.
The proposed framework groups several Cyber Security sub
systems as a single unified security solution. The experimental
analysis compares the proposed DL based system with tra-
ditional ML based approaches. In [588], a machine and DL
based DGA detection models are proposed where the models
are trained using real-time traffic data collected for a year.
A two-level model and DNN model is proposed. The two-
level model classifies the DGAs and clusters the domains into
groups based on different DGAs. The experimental analysis
shows that the optimized DNN model performs better with an
accuracy of 97.79% while the other model obtains an accuracy
of 97.79%.

Hybrid Recurrent Structures: DL architecture based on
CNN and CNN-LSTM was proposed for malicious URL
detection by [601]. This was compared with the classical
method LR with bigram text representation method. The DL
architectures outperformed the classical method in all different
types of experiments. In [563], various character and bigram
level DL based approaches are studied for DGA detection.
RNN, IRNN, LSTM, CNN and CNN-LSTM are trained on
domains from OpenDNS, Alexa, and a corpus of domains from
by 17 DGA malware families. In the experimental analysis, the
proposed models are evaluated using OSNIT dataset and it is
found that the LSTM and CNN-LSTM achieves the highest
detection rate of 99.45% and 98.79% respectively. In [572],
two RNN and CNN model based DGA botnet detection system
is proposed where system detects the malicious domains using
DNS traffic data and gives information about the infected

host and C&C domain. The results shows that CNN-LSTM
achieves highest accuracy of 98.7%. Various well-known char-
acter based short text classification were modeled for DGA
detection and classification by [605]. The experiments of these
models were conducted on various datasets. The performances
obtained by all these architectures are closer. In [612] proposed
a cost-sensitive DL architecture to handle imbalanced problem
in DGA multiclass classification.

Deep Neural Network: [573] proposes a DL based method
for DGA analysis. To find out the generalized DL architec-
tures, the experiments are conducted on various other Cyber
Security applications. In [577], a multi-layered neural network
based botnet detection system in SDN environment is proposed
where the model is trained using HogZilla dataset. The pro-
posed approach performs feature selection and filtering on the
dataset to make it realistic for SDN scenario. The experimental
analysis shows that the proposed approach achieves 96%
accuracy. In [581], the authors have studied the performance
of featureless DNN classifiers and Random forest classifier
for detection and categorization of domain names generated
by DGAs. In [585], the authors propose a DNN model for
detection and categorization of DGA domains. The DNN
model takes 3-gram representation of domain names as input
and has 5 hidden layers.

Bi-directional Recurrent Structures: In [574], a bi-
directional LSTM based botnet detection engine is proposed
where word embedding is used for conversion of network traf-
fic packets into tokenized integer values. The proposed model
is compared with simple LSTM approach and the results
shows that both achieves good accuracy and performed well
for mirai, udp, and dns attacks. In [576], a bi-directional LSTM
based botnet detection system is proposed where the model is
trained using a generated labeled dataset which contains botnet
activities and DDoS attacks. The detection model extracts the
useful features using word embedding and learns to detect
model and inform the user in case if there is an infection. The
experimental analysis shows that the proposed model works
well for mirai, udp, and dns attacks but less favorable for ack
attack. In [583], the authors have studied the performance of
two DL architectures such as LSTM and Bidirectional LSTM
for binary and multi-class classification of domain names. It is
observed from their result that their binary classification model
performed better that multi-class classification model. Similar
to [583], [584] proposes a system to detect DGA domains
using Bidirectional LSTM and character embedding. In [603]
proposed a data set called as AmritaDGA for DGA analysis.
Various DL architectures were proposed for DGA detection
and classification. This was called as AmritaDeepDGA. Both
AmritaDGA and AmritaDeepDGA have been made publically
available for further research. Various DL architectures such
as RNN, LSTM, GRU, CNN-LSTM, BRNN and BLSTM
were employed for DGA detection and classification using
AmritaDGA data set [606].

3) URL: Recurrent Structures: In [559], a LSTM based
scalable phishing URL detection approach is proposed and
compared with random forest based approach. The proposed
method extracts the useful features from a large dataset of
URLs automatically whereas the RF approach uses features
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extracted from lexical and statistical analysis. The exper-
imental analysis shows that the LSTM and RF approach
achieves an accuracy of 98.7% and 93.5% respectively. In
[560], the authors have proposed a LSTM based phishing
attack technique which is capable of evading the detection
systems. The proposed model learns the intrinsic patterns
and generates synthetic malicious URLS that can bypass the
detection framework with high success rate. In [561], a GRU
based malicious URL detection technique is proposed and
compared with random forest based approach. The proposed
method automatically extracts the useful features from a large
dataset of containing 240000 URLs of six types whereas
the RF approach uses features extracted from lexical and
statistical analysis. The experimental analysis found that the
GRU achieves 98.5% accuracy and consistently outperformed
the RF model which is trained using well-selected features.

Convolutional Neural Network: In [539], CNN architecture
is used to learn to extract features from a short character
string input which could be malicious URLs, registry keys, file
paths, named mutexes, and named pipes. The proposed model
outperforms other related models and achieves very low false
positive rate. In [540], the authors have proposed a CNN based
approach for the prediction of malicious URLs. The model is
evacuated using 75,643 malicious URLs and 344,821 benign
URLs and it achieves more than 96% of accuracy. The pro-
posed model performs better than other models based on SVM
and linear regression. In [545], the authors have proposed
an event de-noising CNN based malicious URL redirection
sequence detection system which uses proxy logs to extract
the sequences. They have compared the proposed method with
simple malicious URL detection and CNN based approaches
and found that the proposed approach performs well with very
low FAR. In [546], a character-level CNN based malicious
URL and DNS detection framework is proposed where NLP
methods are used to map the URL and DNS strings into
vector. The CNN model extracts features automatically and
learns to classify. The proposed model is trained using real-
world dataset and it outperforms other baseline approaches in
terms of scalability and efficiency. In [557], a character and
word level CNN based malicious URL detection framework is
proposed where the model learns to detect malicious URL by
extracting semantic features from the URL data. The proposed
method is test using large-scale dataset and it performs better
than the other related approaches.

Mixed: In [590], a character-level convolutional GRU
model based malicious URL detection system is proposed
where feature representation technique of URLs is based on
malicious keywords. The GRU model is used for feature
extraction and 407, 212 URLs are used for training process.
The proposed approach achieves an accuracy of 99.6%.

Hybrid Recurrent Structures: The performance evaluations
of various DL architectures such as LSTM, RNN, I-RNN,
GRU, CNN, CNN-LSTM are evaluated for malicious URL
detection [593]. This was compared with various classical
ML classifiers such as RF, DT, MT, AB, and NB. To convert
characters in malicious URL, Keras embedding was employed
and additionally the bi-gram text representation was used with
RF for performance comparison. Overall, the DL architectures

performed well in compared to other methods. A unified DL
architecture was proposed for email and URL data analysis
by [607]. The importance random split and time split method
for dividing the data into train, valid and test datasets briefly
discussed by [610]. They have done various experiments on
both random and time splitting in malicious URL detection.
Various DL architectures were evaluated for malicious URL
detection [604].

Deep Neural Network: In [553], a DL based malicious URL
detection framework based on features extracted from static
HTML files. The proposed framework uses regular expressions
to extract features and uses spatial information to yield high
accuracy of 97.5% with very low false positive rate. In
[578], the authors have proposed a deep neural network based
framework for classifying normal and malicious URL where
byte value are extracted from URL to construct a URL vector.
The proposed model is trained using real-life datasets obtained
from phishtank.com and from a private research organization
and it achieves an accuracy of 94.18%. In [579], two DL
based phishing URL detection system is proposed where ANN,
DNN and few ML models are trained using 73575 URLs
to differentiate normal and phishing URL. The experimental
analysis shows that the ANN and DNN approaches performed
better than ML classifiers with an accuracy of 92% and 96%
respectively.

Autoencoder and DBN: [552] proposes a VAE based
method was proposed for clickbait problem in Youtube videos.
In [558], the authors have proposed a DL based malicious
URL detection system which uses greedy multi-layered DBN
for extracting the useful features aromatically and DNN for
classification. They have trained the proposed model using
27,700 URLs and they have found that it achieves better results
with very low false positive rate.

4) CAPTCHA: In [543], a text-based CAPTCHA technique
with a modal completion is proposed and its robustness against
DL CAPTCHA solver is analyzed. The proposed approach
enhances the CAPTCHA using after effects and it uses CNN
based AlexNet. The experimental analysis found the DL based
solver takes more time solve as it is hard to emulate the
a modal completion. In [544], a CNN based CAPTCHA
solving technique is proposed where character localization and
recognition methods are used to solve text based CAPTCHAs.
The proposed method is capable of breaking 11 CAPTCHA
schemes with accuracy more than 50%. The experimental
analysis compares MLP, SLP and CNN based solvers and
found that CNN based approach performs well. In [549],
a DL based CAPTCHA breaker is proposed where CNN
architecture is used to solve letter-based CAPTCHAs. While
the proposed method works well for classification of single
letter CAPTCHA, it does not generalize for multiple letter
ones.

C. Deep Learning in Network Traffic Analysis

The scale and the thickness of system movement are de-
veloping step by step. The sorts of convention are more. Dis-
tinguishing each stream of information is an important issue
both in big business system and web. Port based, signature
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based and factual highlights based distinguishing pieces of
proof are the standard methodologies. One of the soonest
strategies is working based on uncommon or predefined ports.
For instance, standard HTTP port is 80. The default port of
SSL is 443. Be that as it may, as an ever increasing number of
new conventions don’t take after manage of port registration;
the mistake rate is becoming higher. Signature based activity
distinguishing proof has been utilized after the year 2002. A
signature is a portion of payload information that is static
and recognizable for applications, which can be portrayed
as a grouping of strings or hex qualities. The mistake rate
is hypothetically lower than 10%. Signature-based technique
is basic and its effectiveness generally high, so most frame-
works of convention ID receive it. Be that as it may, when
a convention determination changes or another convention
produces, individuals must begin once again to find profitable
signatures. It will be extremely tedious and work escalated. As
of late, an approach of programmed grouping based on factual
highlights and ML is exceptionally mainstream. This approach
relies upon the highlights of activity transmission, for example,
the time interim between bundles, parcel estimate, rehashing
example, etc. At that point the highlights are sustained into
different customary ML algorithms. A short review on DL
applications in network traffic analysis is reported in Table
XIII.

1) Deep Learning solutions with ML Comparative study:
DL based approach, Deep Packet, was proposed in [526] for
classifying encrypted traffic. As this model is based on DL
it also has the capability of feature extraction. This model
have two functionalities namely, traffic characterization and
application identification. Traffic characterization is that this
classifier can classify encrypted traffic into major classes like
P2P, FTP etc. Application identification is a process through
which applications like Skype and BitTorrent from end user
point can be identified. A DL based multitask architecture
for forecasting mobile Internet traffic was proposed in [529].
Various experiments with architectures of RNN, 3D CNN and
combination of RNN and CNN were performed in this study.
The experiments showed that geographical and temporal traffic
features were extracted by CNN-RNN architecture.Software
defined networking architecture along with DL technology
was utilized to classify network applications in [531]. SDN
controller of the proposed model takes advantage of the
powerful computing capability and logical centralized control
to collect and process the massive traffic network data easily.
The hybrid DL network which is a combination of softmax
regression layer and SAE is trained using the data from SDN
controller. This model is effective as it achieves high accu-
racy for classification compared SVM classifier. Different DL
techniques to classify mobile network encrypted traffic were
compared in [532]. These DL techniques were first reproduced
then were dissected and finally were set into a framework
so hat comparison can be performed. Three different datasets
collected from real-time activities of human users were utilized
for this work. Various recurrent structures such as RNN and
LSTM were evaluated for identifying SSH traffic and as well
as application classification in both SSH and Non-SSH traffic
[594]. For comparison purpose, the other classifiers such as

RF, AB, DT, KNN, NB, and SVM with linear and Non-linear
were used. To find out the optimal method, these methods are
evaluated on 4 different types of publically available network
traffic data sets. The DL deep architectures outperformed
other classical classifiers. However, the proposed method relies
on feature engineering. This can be avoided by passing the
entire payload and input to the DL architectures. Various
DL architectures such as RNN, LSTM, GRU, IRNN, CNN
and CNN-LSTM were evaluated for SSH traffic identification
and as well as SSH application classification [597]. These
architectures are evaluated on publically available data sets.
The results are compared with the shallow models, ELM and
MLP. The deep model performed well compared to shallow
models in all the experiments.

2) Deep Learning solutions without ML Comparative study:
A DL framework was proposed in [524] to identify network
traffic. DL framework has the capability to automatically learn
features. This works also discusses about the applications of
DL & ANN frameworks to identify network traffic. Experi-
ments were performed utilizing real-time data and outcomes
show that this proposed network works well on application
like protocol classification, unknown protocol identification,
and anomalous protocol detection. In [525], four different ML
and DL algorithms which predict the network traffic were
compared. This work shows that MLP and RNN performed
better than SAE (complex models). DL based approach for
Internet communication traffic classification was proposed in
[527]. This work also investigated the viabilities of utilizing
DL based models for classifying network traffic to detecting
malicious traffic as well as manage network applications. The
outcome of the experiments done in this work shows that
utilizing the initial 50 bytes of traffic flow, the classifier
will have high accuracy. DL based model for classifying
IoT network traffic was proposed in [528]. This model is a
combination of RNN and CNN. Various experiments were
performed utilizing different architectures which integrates of
RNN and CNN. The experiments performed in this work
shows that this methodologies performance is better than ML
algorithms for network traffic classification. Various RNN
architectures were utilized for network traffic prediction in
[530]. The networks utilized were LSTM, GRU, and IRNN.
Real-time data from GANT backbone networks was utilized
in the experiments conducted in this work. The experiments
showed that LSTM performs better with respect to other RNN
architectures. In [620] proposed a DL architecture for protocol
and application classification. The architecture uses AE for
reducing the dimensionality of byte information and CNN for
classification. In [533] proposed AE based method for traffic
analysis which uses log information to learn the characteristics
between the legitimate and anomalous activity. Byte segment
neural network (BSNN) and RNN was utilized to classify
network traffic in [534]. BSNN basically breaks a data gram
into bytes. RNN based encoders utilizes these bytes segments.
The final vector representation of datagram, which is given
to a softmax function for prediction, is a combination of
information extracted from all the encoders. Real-world data
was utilized for the experiments conducted in this work. LSTM
network was utilized to detect unauthorized and unmanaged
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TABLE XIII
A SHORT REVIEW ON DEEP LEARNING APPLICATIONS IN NETWORK TRAFFIC ANALYSIS.

Reference Architecture Dataset Compared CML
[524] Autoencoder Private No

[525] Autoencoder, & SAE Time Series Data Library from the DataMarket No

[526] SAE, & CNN VPN-nonVPN (ISCXVPN2016) Yes

[527] DNN UNSW-NB15 No

[528] CNN Private No

[529] CNN, & RS TIM Big Data Challenge 2015 Yes

[530] RS GEANT No

[620] Autoencoder, &CNN Private No

[531] CNN, & RS Moore Yes

[532] DNN Private Yes

[533] Autoencoder CTU-13 No

[534] RS Private No

[535] RS Private No

[594] RS DARPA 1999, AMP, MAWI, & NIMS Yes

[597] RS, CNN, & CNN-RS AMP, MAWI, & NIMS Yes

[608] Autoencoder, CNN, RS & CNN-RS Private, & UNSW-NB15 No

devices in [535]. The devices which are unworthy will be
flagged with unusual names using lexical content of networked
devices. The proposed network utilizes the names of the
devices to learn which devices to flag. In [608] proposed
DL architectures for application network traffic classification,
malicious traffic classification and malicious traffic detection.
The architecture composed of AE and CNN, RNN, LSTM and
CNN-LSTM where AE was used for reducing the network
traffic features and other DL architectures for classification.

D. Deep Learning in Windows Malware Analysis

Malware represents software programs which are specifi-
cally designed for malicious tasks. There are various types
of malware exists which includes viruses, Trojans, worms,
backdoors, rootkits, spyware, ransomware and panic software,
etc. Malicious software programs are similar to software
program but intentionally designed to target ICT systems and
networks. Ir remains a serious problem for both government
and private entities. It continues to open windows to crime,
espionages and other illegal activities. Therefore, it becomes
vital to push forward computer security in order to eradicate
this gateway. Malware discovery can be significantly ordered
into static and dynamic analysis. Static analysis comprises of
analyzing the executable record without review the genuine
guidelines. Dynamic analysis is performed by watching the
conduct of the malware while it is really running on a
host framework. These two techniques are used to generate
signatures. Signature-based detection completely fails to detect
variants of existing or new malware itself. To alleviate, the ML
and DL algorithms are used. Feature engineering in malware
has been one of the difficult tasks due to the rapidly changing
behavioral characteristics and the numbers of malwares are
very large. To handle this, application of DL architectures are
used in recent days. Ransomware is a subset of malware in
which the information on a casualty’s PC is bolted, normally
by encryption and installment is requested before the recov-

ered information is decoded and gets to came back to the
casualty [623]. The rationale in ransomware assaults is almost
constantly money related, and dissimilar to different kinds of
assaults, the casualty is normally advised that an adventure
has happened and is given guidelines on the best way to
recoup from the assault. The installment is often requested
in virtual money, for example, bitcoin with the goal that the
cyber criminal’s identity isn’t known.A short review on DL
applications in windows malware analysis is reported in Table
XIV.

1) Deep Neural Network (DNN): For reducing the di-
mensionality of the input data for a DL algorithm, random
projection was utilized in [251]. In this work over 2.6 million
labeled input data was utilized to train extremely large NNs
which in turn allows to train complex supervised classification.
2D binary features were utilized by a DL framework to detect
malware in [252]. 400,000 software binaries were used in
this work and 0.1% FPR was achieved. To perform feature
extraction, this DL framework uses modest computation and
accomplishes good accuracy inside a decent time period. Low
false rate is due to the fact that this framework relays on
syntactic features and not on semantics features. A multi-task
DL framework for classifying binary malware was proposed
in [257]. The experiments in this work shows that there is
a gain of 0.5 for detection compared to DL based detection.
4.5 million files were used for training the DL architecture
whereas 2 million files were utilized for testing the model.
Furthermore, this work demonstrated the error rate can be
reduced significantly by dropout for both deep and shallow
neural frameworks and number of epochs to train the model
were also reduced by using rectified linear activation function.
DL framework was proposed in [261] to detect ransomwares.
This network is a combination of ML algorithm and deep
packet inspection. The model has the capability of detecting
ransomwares with high speed and good accuracy. Raff et al
utilized raw bytes of exe files to detect malware by using
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ML algorithm [263]. These work deals with a problem of
sequential classification as the bytes are treated as units in a
sequence with approx two million time steps. Despite the dif-
ficulties of learning from a sequence problem, this framework
has the capacity to accomplish consistent generalization in
both the test datasets. They also recognized some unique ML
challenges as well as talked about certain procedures which
can be utilized to address the problem of classification of data
with amazingly long sequences. Detection and classification
of ransomware utilizing deep and shallow networks with the
help of API calls was proposed in [270]. Binary and multiclass
classification was performed in this work and the results
showed that deep networks are performed better than shallow
networks. Ransomware were distinguished from benign as
well as from its families. MLP were utilized in this work
and had the highest accuracy of 1.0. DNN based approach for
malware detection using static analysis is proposed in [276].
Score based gist descriptors were utilized for implementing,
testing and analyzing malwares in [279]. Robustness of this
proposed method along with feature reduction for determining
minimum number of gist features required were also analysed
in this work. The effectiveness of the proposed approach with
respect to DL techniques is also evaluated. Based on malwares
opcodes, Word2vec is utilized to detect malware in [281]. For
classifying the malware, Gradient Boosting algorithm whereas
for validating the model, k-fold cross-validation is utilized in
this work. 96% accuracy was achieved in this work with using
limited data samples. Efficacy of deep and shallow networks
for statically detecting malware is evaluated in [284]. EMBER
malware dataset, which is a labeled benchmark dataset, is
utilized in this work. Numbers of experiments are performed
to choose the parameters based on performance comparison
of network topologies and network parameters. The outcome
of these experiments shows those deep networks are better in
performance when compared with shallow networks. Various
DNN frameworks were combined to detect malware in [298].
A very large real-time dataset was created and was utilized to
train and test this model in this work. The proposed method
has 96.24 percentage of accuracy. DNN and random forest
for classification of malwares is compared in [299]. Four
different feature sets are used to compare these models. The
experiments show that random forest performance better than
DNN in all the feature sets. BD is utilized in [301] to train
DL model to efficiently detect malwares. The robustness of
the proposed architecture was evaluated utilizing a complex
dataset. This model has the capability of real-time monitoring,
analyzing and detecting malwares. The model has achieved
97% accuracy whereas the ROC is at 0.99. TL approach was
applied to classify malwares in [303]. The DNN trained with
computer vision data was used to classify static malwares.
Three experiments were performed in this work and the
results showed that the proposed approach has better accuracy,
TPR, FPR, and F1 score that other ML approaches. Biggest
advantage is that this model accelerates the training time of
the network and at the same times have high performance. In
[598] proposed DNN architecture for malware classification.
This has performed well in compared to other shallow models
such as LR, NB, KNN, DT, AB, and SVM. The experiments

are done on EMBER benchmark data set. However, the main
limitation of this method is that the proposed DNN architecture
relies on the feature engineering.

2) Convolutional Neural Network (CNN): Two scalable ap-
proaches were presented in [259] for multi-class classification
problem of malwares utilizing convolution neural networks.
Microsoft for the BD Innovators Gathering Cup was utilized
for this study. First approach converts the malware binary to
gray-scale images and then performs classification. In second
approach, the architecture of English language classification
were utilized to classify malwares. Two different models were
trained in the second approach. One model has been pre-
trained on word embedding whereas the other one is not
pretrained. A convolutional FFN which employs hierarchical
feature extraction mechanism to detect and classify malwares
[264]. This approach is based on data from static analysis
and uses meta data of portable executable files. It basically
classifies malware into 13 different predefined classes by
separating malicious exe files from benign programs. Not
only classification was done in this work but they also
differentiated predefined classes and benign exe files. The
experiments proved that this proposed method is better that
normal ML mechanisms such as SVM and FFNs. Malware
programs were represented as an image for malware detection
in [267]. The images were fed into CNN for classifying
the malware.Training of the DL algorithm was done with
different kernel and data size whereas the evaluation of this
this work was done using ROC AUC. The classification of
malware images achieved an higher accuracy and AUC equal
to 0.9973. CNN for classifying different types of malwares
was proposed in [273]. The malware programs were converted
into grayscale images which were given to the network. This
proposed network achieved an accuracy of 98 percent. To
mitigate the issue of imbalance in classifying malware images
utilizing CNN, a simple and effective method was proposed
in [274]. In this methodology, the last layer of the CNN
employs a weighted softmax loss. This makes the error of
classification for different classes to have different weights
which makes the classifier to treat the error differently. This
proposed method is fearile on any existing working CNN
models. DL framework to classify malware is proposed in
[275]. Initially, malware was converted into images. This
framework uses deep CNN for malware classification and has
achieved 91.7 percentage in this work. In [620] proposed AE
and CNN based hybrid architecture for malware classification.
The AE was employed for feature reduction and CNN for
classification. In [277], convolutional deep neural network
was utilized to detect malwares using program binaries as
input. This proposed work learns only from raw sequence
of bytes and labels. This architecture does not need any
domain specific features engineering. 20 million dataset of
portable exe file was utilized in this work to train the model.
It achieves almost same performance as a network which will
take hand crafted features as input. SimHash along with CNN
was utilized for malware classification in[278]. Conversion
of disassembled malware code into a gray scale images is
done by SimHash for visualization whereas CNN uses these
images to identify the malware family. For improving the
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performance methods such as major block selection, multi-
hash, and bilinear interpolation were utilized. 10805 malware
dataset samples were used in this work and achieved an
average accuracy of 98.862%. To recognize a new sample
only 1.41 s is needed by this model. DDoS malware detection
using a light weight CNN for IoT environment in [283]. Binary
malware are converted to one channel gray scale images to be
fed into the convolution network which classifies the malware.
The accuracy for classification of DDoS malware and benign
was 94.0% whereas for the classification of two main malware
families and benign is 81.8%. For classifying malware, a
DL approach was proposed in [287]. Malimg and Microsoft
malware, two benchmark datasets for classifying malware,
were utilized in this work. The dataset was first converted to
grayscale images to be fed into CNN. 98.52% accuracy was
achieved for Malimg dataset whereas for Microsoft dataset
the accuracy was 99.97%. GoogleNet and ResNet models
were analysed for malware detection in [290]. Two datasets
were utilized, one dataset from Microsoft and other dataset
which contains 3000 benign files. The dataset is first converted
into opcode from exe files and later to images using opcode.
GoogleNet has an accuracy of 74.5 percent whereas ResNet
got an precision of 88.36 percentage. In [296], combination of
CNN and attention mechanism is used to classify malwares.
Initially, binary data is converted into images and then at-
tention mechanism uses these images to calculate and show
the regions having higher importance. The experiment shows
that this model has more accuracy than normal convolutional
network. Hierarchical DL model is proposed in [297] to detect
and classify targeted malwares. This proposed framework has
the accuracy of 97 percentage and a false negative rate of
2.8 percentage. Convolution neural network effectiveness for
detecting malware in cloud platform is discussed in [300].
First, a two dimensional CNN is trained utilizing metadata.
To decrease the mislabeling of the data and to increase the
accuracy of the CNN, a three dimensional CNN is utilized in
this work. Various randomly selected malwares were run on
virtual machines to collect data to fed into the network. The
two dimensional CNN has the accuracy of 79 percent whereas
the three dimensional CNN has 90 percent. DL based malware
classification and detection was proposed in [305]. The new
technique was utilized to convert malware into gray scale
image. Convolution neural network was utilized in this work
to detect various malwares. Bat algorithm for data equilibrium
was utilized in this work to reduce the data imbalance issue.
The efficient and effectiveness of the proposed approach was
shown in the experiments conducted in this work.

3) Recurrent Structures (RS): An hybrid model which has
the ability to learn the language of malware to classify malware
was proposed in [253]. The projection stage of this model
is a combination of Echo state networks and RNN which
are used as feature extractors in this work. Unsupervised
data is used to train the model and the feature detected
by the projection stage is used by the classifier to detect
the malware. Few different experiments were performed with
the projection stage which included Half-Frame models and
Max Pooling. 98.3% improvement was achieved by TPR and
FPR of 0.1% in the final hybrid model which was selected.

Effectiveness of DL framework to dynamically detect malware
was analyzed in [262]. This analyzing was based on the
behavior of the network to collect malware communications
exhaustively as well as efficiently. Common latent function
and change in the purpose of the communication was the
two behaviors that were focused in this work. RNN was also
applied to this proposed model. Keeping collection coverage of
URLs was 97.9 percentage, analysis time of 67.1 percentage
was reduced by the experiments conducted in this work. In
[265], the profits of utilizing semi-supervised learning were
shown. LSTM and GRU are used by multiple classifiers which
classifies malwares. File representation from neural features
was constructed utilizing attention mechanism and temporal
maximum pooling. Furthermore based on character level CNN
they also proposed a single stage malware classifier. Long-
Short Term Memory (LSTM) network was utilized to detecting
ransomware in [271]. This proposed network uses binary
sequences of API calls made by a process. For extracting API
calls, an automatic methodology was presented in this work.
96.67% accuracy was achieved for classifying the ransomware
behavior by this proposed architecture. Mimicry resilient pro-
gram behavior model was built in [282] utilizing LSTM and
branch modeling. Program behavior model against mimicry
attacks were harden using branch sequencing in this work
whereas during run time, for extracting branch information
hardware features were utilized. LSTM was handling large
scale branch sequencing. CNN combined with GRU was
utilized for malware classification in [291]. This network has
the ability to classify nine different malware families and has
92.6 percentage accuracy. In [536], a RNN and CNN based
malware detection framework is proposed where the RNN
model learns from features extracted from static and dynamic
analysis of PE files. The output of RNN is converted into
image format and fed into CNN model in order to classify the
PE file as either normal or malicious. The proposed model
performs better than other traditional ML and DL approaches
with an accuracy of 97.3%.

4) Autoencoder (AE) and Deep belief network (DBN): In
[254], malware signature generation and classification is per-
formed using DBN. For compact representation of the malware
behavior, deep stack of DAEs were utilized in this model of
DBN. Using signatures generated, an accuracy of 98.6% was
achieved for classification in this work. SAEs models resting
on Windows API were utilized by DL framework to detect
malwares in [255]. This proposed architecture first employs
unsupervised feature learning and then performs fine tuning
with the help of supervised parameters. Large dataset from
Comodo Cloud Security Center was utilized for experimenta-
tion in this work. The experiments done in this work shows
that compared with shallow learning algorithms, this method
has better overall performance in detection malware. Malware
is represented as an opcode sequence and fed to deep belief
nets to detect malware classification in [258]. This framework
performance is compared with three other algorithms which
are DT, SVM and KNN. This accuracy achieved by this model
is equal to the accuracy achieved by the best of the other
compared algorithms. When unlabeled data is fed into the
model the accuracy is improved. In [266], DBNs for detecting
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malware utilizing unlabeled data was proposed. Malware was
represented as a opcode sequence in this work. This work
shows that there is a increase in performance when used
unlabeled data as it produces better classification outcomes.
DBNs were treated as AEs to decrease the feature vector
dimensions. In [269], feature learning model based on AEs
was proposed. Latent representation of different feature sets
was learned by AEs model. A fixed 10 size raw features
vectors are removed from exe files and fed as input to AEs
to extract semantic similarity to produce a code vector. This
approach can minimise the memory requirement as it reduces
the dimensionality of the features. Malware classification and
network based anomaly ID tasks were performed in this work.
In [289], a GAN based obfuscated malware detection system
is proposed where VAE is used to extract features from the
latent space projection of the data. The GAN takes extracted
features as input and generates malware samples with features
from a specific Gaussian distribution. The generated malware
samples are used to enhance the knowledge space of the
detection model. The experimental analysis shows that the
proposed approach achieves an accuracy of 96.97%. In [295],
DBN is utilized to increase the online accuracy of detect-
ing ransomware. Random bit-stream in memory are stored
by this method to produce cross-correlations for computing
stochastically in FPGA. The network has a precision rate of
91 percentage.

5) Mixed Deep learning (DL) architectures: Two stage
DNNs malware detection based on process behavior to check
if a terminal is infected or not was proposed in [256]. API
call sequences were recorded to observe the process behavior.
LSTM with API call based on language model was utilized
to construct the features from this API call sequences. Ini-
tially a RNN was utilized for extraction of features from
the behavior of the process. These extracted feature images
were fed into a CNN for classification. In [260], hybrid NN
for classification of malware was proposed. Two convolution
layers combined with one recurrent layers was utilized in this
hybrid network. This method has the capability of extracting
hierarchical features which has both full sequential modeling
and convolution of n-gram features. The performance of this
architecture outperforms many methods such as SVMs, hidden
markov models and so on. DL based intelligent anti malware
system was proposed in [268]. Malimg dataset which is a col-
lection of malware images was used in this work. A L2SVM
was used along with DL model for multiclass classification.
CNN-SVM, GRU-SVM (Agarap, 2017), and MLP-SVM were
used in this work for classification and in which GRU-SVM
model achieved the highest accuracy of around 84.92%. Binary
files were utilized for malware classification as well as a
data signature and flow features with DL approaches were
applied to classify network protocol in [272]. In this work
their own dataset was utilized for traffic identification whereas
for classification of malware they utilized Microsoft Kaggle
dataset. Two convolution with two dense layers were used
for malware classification as they give maximum accuracy for
this particular dataset. MalNet, a automatic feature learning
model was proposed in [280] for detecting malware from raw
data. Malware files are converted to grayscale images and

decompilation tool is utilized to extract opcode sequences.
This proposed work uses CNN and LSTM to learn from
the constructed data. 40000 samples were used to train this
model in this work.The validation accuracy achieved by this
model for detecting malware is 99.88%. 9 malware families
for malware family classification were also performed in
this work. In [286], DL approach was proposed to classify
malwares using malware images. The proposed method is
combination of RNNs and CNNs. RNN was utilized to reduce
the training dependences with respect to categorical labels.
This predictive code was combined with the original code to
generate image features by minhash. CNN took this newly
combined data to classify the malware. Various ML algorithms
and DL framework to detect and analyse malware was used
in [288]. Opcode frequency was utilized as a feature vector in
this work. Given the opcode frequency, random forest has the
best performance compared to any other ML or DL architec-
ture. Heterogeneous DL architecture was proposed in [292]
to classify malware. This model consists of AE, multilayer
boltzmann and layers of associate memory. Exe files are used
to extract windows API calls. Two phases are utilized in
this framework, pre training and fine tuning. Various methods
based on AE and DNN were proposed for malware detection
in [293]. The performance f these architectures were evaluated
on Malicia dataset and the proposed method performed better
than the feature engineering based method. An anti malware
engine generates a very long API call sequences which is
a problem for detecting malware. The problem is solved in
[294] using neural malware detection models. In this paper,
experiments were conducted using different end to end models.
These models are combinations of CNN and LSTM networks.

6) Hybrid Recurrent Structures (RSs): In [285], DL frame-
work was utilized for classifying malware. This framework is
a combination of CNN and BLSTM network. It can identify
complex features and patterns as it is based on data driven
approach. One of the big advantage of this framework is that
it does not require any expert domain knowledge. Utilizing
raw binary files, this framework with high accuracy can
classify a malware into nine different types of malwares and
takes only 0.0.2 to do this. In [304], a neural sequential
classification malware model was proposed. API calls are
processed by this proposed network where the input includes
two additional parameters. Anti malware engines produced
data was collected and the evaluation of this model was done
using this data. This proposed model’s low FPR is better than
any other neural classification model. [611] have done detailed
analysis of DL architectures for malware classification. [613]
proposes a hybrid of static and dynamic analysis framework
for malware detection. Additionally, the image processing
based malware classification was done to classify the malware
to their corresponding malware family. [621] proposes a cost-
sensitive DL approach for handling multiclass imbalance in
malware classification. This has performed well compared to
the existing cost-insensitive deep earning architectures.
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TABLE XIV: A SHORT REVIEW ON DEEP LEARNING APPLICA-
TIONS FOR MALWARE ANALYSIS.

Reference Architecture Dataset Compared CML
[251] DNN Private Yes
[252] DNN Private Yes
[253] RS Private Yes
[254] DBN Private No
[255] Autoencoder Private Yes
[256] CNN, & RS Private
[257] DNN Private No
[258] DBN Private Yes

[259] CNN
Microsoft malware classication
challenge (BIG 2015) No

[260] CNN, & RS VirusShare, Maltrieve, & Private Yes
[261] DNN Private No
[262] RS Private Yes
[263] DNN Private No

[264] CNN
VirusShare, Maltrieve,
& Private Yes

[265] RS Private No

[266] DBN

Microsoft malware classication
challenge (BIG 2015),
VX Heavens, & Offensive computing
malware

Yes

[267] CNN VirusShare No
[268] CNN, & RS Malimg No

[269] Autoencoder
Microsoft malware classication
challenge (BIG 2015),
& NSL-KDD

Yes

[270] DNN Private Yes
[271] RS Private No

[272] CNN, & RS
Microsoft malware classication
challenge (BIG 2015) No

[273] CNN Malimg No
[274] CNN Malimg No

[275] CNN
Microsoft malware classication
challenge (BIG 2015) No

[620] AE-CNN
Microsoft malware classication
challenge (BIG 2015) No

[276] DNN Private Yes
[277] CNN Avast Repository No

[278] CNN
Microsoft malware classication
challenge (BIG 2015) Yes

[279] DNN malimg, Malicia Yes

[280] CNN, & RS
Microsoft malware classication
challenge (BIG 2015) Yes

[281] DNN
Microsoft malware classication
challenge (BIG 2015) No

[282] RS Private No
[283] CNN Private No
[284] DNN Ember Yes

[285] CNN, & CNN-RS
Microsoft malware classication
challenge (BIG 2015) No

[420] CNN
Microsoft malware classication
challenge (BIG 2015) Yes
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[286] CNN, & RS
Microsoft malware classication
challenge (BIG 2015) No

[287] CNN
Microsoft malware classication
challenge (BIG 2015), &
Malimg

Yes

[288] Autoencoder, & DNN Malicia Yes

[289] Autoencoder
Microsoft malware classication
challenge (BIG 2015) No

[290] CNN
Microsoft malware classication
challenge (BIG 2015), & privately
collected samples

No

[291] RS
Microsoft malware classication
challenge (BIG 2015) No

[292]
DBN, Autoencoder, Stacked
Autoencoder, Private Yes

[293] Autoencoder, & DNN Malicia project No
[294] CNN, & RS Private No
[295] DBN Private No
[296] CNN Private Yes
[297] CNN Private No
[298] DNN Private No
[299] DNN Private Yes
[300] CNN Private No
[301] DNN MalwareTrainingSets Yes
[303] DNN Malimg Yes
[304] LSTM, & CNN-RS Private No
[305] CNN Malimg Yes
[536] RS Private Yes
[598] DNN EMBER Yes
[611] CNN, & CNN-RS Malimg Yes
[613] CNN, & CNN-RS Malimg Yes
[621] CNN-RS Malimg Yes

TABLE XV: A short review on Deep learning applications in Android
Malware detection.

Reference Analysis Features Architecture Dataset Compared
CML

[335]
Dynamic /
Static analysis Sensitive API calls DBN

Publically available
sources Yes

[336]
Static, &
Dynamic Analysis 192 binary features DBN

Publically available
sources Yes

[337] Dynamic Analysis API calls CNN
Publically available
sources No

[338]
Static, &
Dynamic Analysis

10 static, & dynamic
feature sets Autoencoder

Publically available
sources No

[339]
Static, &
Dynamic Analysis API calls DBN & CNN

Publically available
sources Yes

[340] Static analysis

Requested permissions,
used permissions,
sensitive API calls,
& Actions-app components

DBN
Drebin, & apps collected
from publically available
sources

No

[341] Static analysis API call blocks DBN
Publically available
sources Yes
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[342]
Dynamic /
Static analysis

Required permissions,
sensitive API calls,
& apps actions collected
dynamically

DBN
Publically available
sources Yes

[343] Dynamic analysis System calls SAE
Publically available
sources Yes

[344] Static analysis More than 1,000 features DNN
Drebin, & collected
from publically
available sources

Yes

[346] Static analysis Android permissions RS CDMC 2016 No

[347] Static analysis
Risky Permissions,

& dangerous API calls
DBN Private Yes

[348] Static analysis Requested permission CNN-AlexNet
Drebin, & apps collected
from publically
available sources

No

[349]
Static data flow
analysis 323 features DBN

Publically
available sources Yes

[350] API calls 1,058 API calls DBN, & SAE
Publically
available sources Yes

[351] Opcode Sequence
Learn to detect sequences
of opcode that
indicates malware

CNN
Publically
available sources No

[352] Static analysis API call sequences CNN
Publically
available sources Yes

[353]
Transfer classes.
dex into RGB
color images

Extract features from
the transferred images CNN Collected by the researchers No

[354] Dynamic analysis System calls CNN
Drebin, & collected from
publically available
sources

No

[355] Dynamic analysis System call Sequences CNN
Publically
available sources No

[356] Static analysis Opcode sequences RS
Drebin, & collected from
publically available
sources

Yes

[357] Static analysis Byte sequences CNN Publically available sources Yes

[358]
Static, &
Dynamic Analysis

Features from Static

& Dynamic Analysis
DBN

Publically
available sources Yes

[359] Static analysis
Dangerous API calls,

& risky permissions
DBN

Drebin, & apps collected
from publically available
sources

No

[360] Static analysis
API calls, Permissions,
& Intent filters CNN

Drebin, & apps collected
from publically available
sources

Yes

[361] Static analysis API calls DBN
Drebin, & apps collected
from publically available
sources

No

[362] Static analysis

Permissions requested,
permissions filtered
intents restricted API
calls, hardware features,
code related features,
& suspicious API calls

CNN
Publically
available sources Yes
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[363] Static analysis API sequence calls CNN
Drebin, & apps collected
from publically
available sources

No

[364] Static analysis
Semantic structure of

Android bytecode
CNN-RS

Publically
available sources No

[365] Static analysis Permissions API Calls DNN
Drebin, & apps
collected from publically
available sources

No

[366] Static analysis Code Analysis CNN
Drebin, & apps
collected from publically
available sources

No

[367]
Dynamic /
Static analysis

Permissions Intents,
app components
network activities, & Linux
system call

DNN
Drebin, & apps
Publically
available sources

No

[368]
Dynamic /
Static analysis

Permissions events generated
by Monkey Tool RS

Publically
available sources Yes

[369]
Static code
analysis

Token & semantic features
from smali DNN Private Yes

[370] Static analysis
Features from permission
& API calls DNN

Drebin, & collected from
publically available
sources

No

[371] Static analysis Opcode sequences CNN
Drebin, & collected from
publically available
sources

Yes

[372] Static Analysis
Features from control
flow graph,
& data flow graph

CNN
Drebin, & collected from
publically available
sources

No

[373]
Static /
Dynamic analysis API sequences to image CNN

Publically
available sources No

[374]
Static, &
Dynamic Analysis

String feature, Method
opcode feature,
Method API feature,
Shared library function,
opcode feature,
Permission feature,
Component feature,
& Environmental feature

Autoencoder
Publically
available sources Yes

[375]
Static, &
Dynamic Analysis

Features from Static,

& Dynamic Analysis
Autoencoder

Publically
available sources No

[376]
Dynamic
Analysis API calls graph CNN

AMD,
AndroZoo,
Drebin Malware Collection,
& ISCX Android
Botnet

Yes

[600] Static analysis
Permission & API
calls DNN CDMC2017 Yes

[602] Static analysis
Permission & API
calls RS CDMC2017 Yes

[608] Static Analysis Opcode
RS, CNN,
CNN-RS, Drebin No
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E. Deep Learning in Android Malware Detection

In recent times, Android OS has earned attention from
different organization ranging from academia to industry. An
android OS (OS) is an open source, Linux based OS which is
most commonly used OS for mobile and handheld devices.
Due to its importance in several applications, Android OS
has become a target for attackers to conduct criminal and
illegal activities. As the attacks to Android OS continue to
grow, various methods have been introduced to fight against
attacks. The developers use software development kit (SDK)
to build and publish their applications. It is basically designed
for mobile devices, smartphones, tablets and additionally it
can support other platforms like TVs, cars, embedded and
wearable devices. Due to this portability nature, many com-
panies have been involved in development of apps for android
platform that apparently runs on all the devices. Applications
are hosted in official app store called Google Play. Android
is being served as most popular OS, third-party distribution
centers, a rich SDK and uses Java programming language.
In recent days, Android devices have been largely used by
peoples. These devices stores lots of sensitive information
like financial information like bank details, user credentials,
personal information like photos, and videos. This has become
more interesting to the attackers. Malicious authors develop
malware to steal the private data or delete or alter the ex-
isting data and monitor the user activities with the aim to
get benefits. Additionally, Android applications are hosted in
various third party stores which allow the user to repackage
Android applications with adding a piece of malicious code.
Generally, Android OS automatically assigns a unique Linux
user ID during the installation phase to know each app runs
its own instance of virtual machine. This facilitates to the
creation of a sandbox which isolates the apps from each
other’s. It provides authorization mechanism through the use
of Android permissions. Android architecture composed of
different sections, as shown in Figure 12. They are:

• System applications: The architecture of Android con-
tains system applications at the top which offers the basic
functionality such as email management, calendar etc.

• Application framework: This provides a set of reusable
modular components for the development of new appli-
cations in Java language.

• Libraries and Android runtime: A developer can also
access native libraries in C/C++ via Android native
development kit (NDK). To maintain low consumption
of resources, Android Runtime runs multiple instances
of virtual machines. Each virtual machine runs the DEX
bytecode which is written in Java.

• Linux Kernel: It is composed of hardware resources
which are utilized by the upper level, Application frame-
work. It is a fundamental unit for hardware of the device
and provides the basic functionality such as memory,
process and inter-process communication (IPC) manage-
ment.

Generally, Android features is collected via rooted [229],
[230] or unrooted [231] devices that can be passed as an
input to ML models to learn the characteristics to distinguish

between the benign and malicious apps. Android uses Google
play as an official market store that hosts the apps and there
are more than hundred third-party app stores that also host the
Android applications. It has an in-built security mechanism,
called as bouncer. It frequently scans the Google play store for
malicious app and assigns a signature. Android permission sys-
tems is an another built-in security mechanism that are meant
to control the app permissions. During the app installation,
Android permission systems seek explicit permission from
the users to access any sub-systems. However, most of the
users follow the blind approach to provide grant permissions
during the installation procedure of apps as the impact is less
known to the end user and the process is tedious and doesn’t
have many options to provide selective permissions. Since the
intention of the app is difficult to identify, the damage could
be serious including, compromise of user data, identity theft
and taking over the control of the entire device. Secondly,
the set of permissions might be same for both the benign
and malicious apps. Hence, Android permission system can
be considered as an initial shelter for risk assessment rather
than malware detection. Attacks on Android OS will continue
to grow as the technology evolves. There is a sudden surge
in Android malware and this sheer number of new malware
instances requires newer approaches as writing a signature
for each malware is a daunting task. Signature based and
heuristics based methods are belongs to rule based system.
Rule based system relies on signature database. This database
has to be continuously updated by domain experts whenever a
new malware occurs. This can be an effective solution to detect
already existing malware but completely fails in detecting
the variants of new malware and completely new malware
itself. While signature-based or heuristics-based detection is
important, using self-learning systems for the analysis and
detection of growing Android malware are increasingly being
studied. Self-learning system composed of DM, ML and DL
algorithms. These techniques provide new sensing capabilities
for Android malware detection which work at scale. Moreover,
these approaches have the capability to detect the variants of
already existing malware or entirely new malware itself. There
are two fundamental taxonomies of techniques followed by
researchers for collecting features from Android OS. They are
static and dynamic analysis [624]. Static analysis collects a
set of features from apps by unpacking or disassembling them
without the runtime execution and by contrast, dynamic anal-
ysis examines the run-time execution behavior of apps such as
system calls, network connections, memory utilization, power
consumption, user interactions, etc. The hybrid analysis is a
two-step process where initially static analysis is performed
before the dynamic one which results in less computational
cost, low resource utilization, light-weight and less time-
consuming in nature. Hybrid analysis approach is increasingly
being used by anti-virus providers for the smartphones as
it provides higher detection rates. A short review on DL
applications in Android malware analysis is reported in Table
XV.

1) Dynamic Analysis: : In [337], the authors have proposed
a CNN based android malware detection system where API
calls sequences are used to train the detection model. The
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Fig. 12. Structures of Android Operating System (OS).

proposed model performs better than traditional ML models
like SVM and naive bayes with almost 100% accuracy. In
[343], a DL framework for android malware detection is
proposed which learns system call graphs. The framework
performs a new dynamic analysis which executes code routines
of the app and constructs a graph based on the system calls.
The experimental analysis shows that the proposed system
outperforms other traditional detectors when tested on real-
world malware samples. In [354], the authors have presented
a CNN-based android malware detection system which uses
dynamic analysis to extract system calls to build the model.
The model is evaluated using real-world dataset containing
7100 apps and it achieves an accuracy of 85% to 95%. In
[355], a DL model to detect malwares in android systems is
presented. The proposed model takes system call sequences as
textual input and differentiates between benign and malicious
texts. The model is evaluated using 14231 apps and it achieves
an accuracy of 93.16%. In [376], a new DL based android
malware detection approach is proposed where API calls
are represented as graph which shows the execution paths
of malware samples. A CNN based architecture is used for
extracting the local features and it classifies with 98.86%
accuracy. The experimental analysis shows the performance

of the proposed architecture with various graph embedding
techniques.

2) Static and Dynamic Analysis: : In [335], a DBN based
malware detection framework for android is proposed which
performs static and dynamic analysis to obtains more than 200
feature. The proposed model achieves an accuracy of 96%
and it outperforms other models such as Naive bayes, DT,
SVM, MLP, and LR. In [336], a DL based android malware
detection framework is proposed. The proposed framework
extracts features from static and dynamic analysis of apps and
performs better than traditional ML classifiers with a detection
accuracy of 96.76%. In [338], the authors have proposed a new
hybrid android malware classifier which is partly based on DL
approach. The proposed system trains the DNN with extracted
static and dynamic features and combines the original features
with the features extracted from the DNN. The hierarchical
multiple kernel learning is applied on combined feature set
which improves the detection accuracy to 94.7%. In [339],
a hybrid parallelized graph-based ML approach for android
malware detection is proposed. The original features are com-
bined with features from DNN which is trained on static and
dynamic features. The graph-based kernels are applied on this
combined features and at at last hierarchical Multiple Kernel
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Learning is applied. In [342], the authors have proposed an
online android malware detection framework based on DBN.
The framework extracts 192 features from static and dynamic
analysis and build the detection model. The proposed model is
evaluated using 21760 applications and it achieves an accuracy
of 96.76%. In [358], a DBN based android malware detection
framework is proposed. The framework extracts features from
static and dynamic analysis and system calls. The proposed
model performs better when compared to SVM, naive bayes
and random forest based models and achieves an accuracy
of 99.1%. In [367], a DL based android malware detection
application for on-device usage is proposed. The application
extracts features by performing static and dynamic analysis
and builds the DL model. The proposed model is evaluated
using 4208 apps and it achieves an accuracy of 95%. In [368],
The effectiveness of RNN and LSTM models for detection
of malware in android systems is studied. The models are
evaluated using well-known datasets and it is found that the
LSTM performs better than RNN. The LSTM model achieves
detection accuracy 93.9% and 97.5% in dynamic and static
analysis respectively. In [373], a DL based malware identi-
fication framework for android is proposed. The framework
extracts sequence of API calls and protection levels as featured
and builds the CNN based detection model. In [374], the au-
thors have proposed a multi-model DL based malware detector
for android systems. The proposed model is trained using 7
different features obtained by analyzing different files from
the APK file. Detained experimental analysis is given where
the proposed system is compared with other DL model. In
[375], a DL based android malware detection framework using
AE is presented. The model is trained on features extracted
from APK file and its performance is evaluated using real-
world dataset containing various benign and malicious sample
apps. The proposed framework works better than conventional
systems with a high accuracy of 96.81%.

3) Image Processing: : In [353], a CNN based android mal-
ware detection framework is proposed. The proposed system
converts the bytecode of classes.dex into images which is taken
as input by CNN detection model.

4) Static: : Comparison with Machine learning algorithms:
In [341] , the authors have proposed a novel feature rep-
resentation and a DBN based malware detector for android
systems. The detection framework uses block of API calls as
features instead of simple API calls which makes it harder
for the attacker to evade detection. The proposed model is
tested on real-world samples and it performs better than other
conventional approaches. In [344], the authors have proposed
an evolving DNN based android malware detection system.
The proposed system uses a genetic algorithm to modify the
parameters and configurations of the DL model with the goal
of increasing the accuracy and minimizing the complexity.
This system performs better when compared with SVM based
models and it achieves an accuracy of 91%. In [347], a DBN
based android malware detection framework is presented.
The framework utilizes risky API calls and permissions as
features to build the detection model. Detailed experimental
analysis is given where It is found that the proposed model
performs better when compared to traditional SVM based

approaches. In [349], a DBN based android malware detection
system is presented. The system identifies 323 features by
extracting data flows from 1000s of malicious and benign
apps. The proposed model outperforms various traditional ML
models and achieves F1 score of 95.05%. In [350], a novel
feature representation and two DL based malware detectors for
android systems is proposed. The detection framework uses
block of API calls as features instead of simple API calls
which makes it harder for the attacker to evade detection. DBN
and AE detection models are tested on real-world samples and
it is found tha DBN model performed better than AE model. In
[352], the authors have studied the effectiveness of DL models
for android malware detection. They have used CNN and
LSTM models for the detection based on API call sequences
and both models have performed better than n-gram based
detection models. It can be observed that CNN model surpris-
ingly performed better than LSTM model. In [356], a LSTM-
based hierarchical denoise network is proposed for android
malware detection where opcode sequences are computed by
first level LSTM and malware detection takes place in second
level LSTM. The experimental analysis shows that proposed
method can capture long feature sequences and achieves better
detection accuracy than malware detector based on n-gram. In
[357], a CNN based generalized malware detection system is
proposed. The proposed method extracts important sequences
of bytes by evaluating attention map which could be useful
for the malware analysts. The results shows that The model
achieves better detection accuracy than conventional methods.
In [360], a malware detection framework for android systems
based on CNN is proposed. The framework extracts 5 different
feature sets from static analysis and builds the detection
model. The proposed model achieves an accuracy of 97.4%
and outperforms other traditional ML based detection models
like KNN and Linear SVM. In [362], a hybrid large-scale
android malware detection system is proposed based on CNN
and DAE. The proposed framework uses DAE as a pre-
training method for CNN based detection model. The proposed
hybrid model is tested with 13000 malicious and 10000 benign
applications. It can be observed that the proposed model
reduces the training period by 83% when compared to simple
CNN model. In [369], a DNN based android malware detector
is proposed which uses a novel technique to obtain token and
semantic features of smali files. The model is trained using
smali files from 50 apks and it outperforms traditional ML
models with an AUC of 85.98% and 70% in both WPDP
and CPDP mode respectively. In [371], a CNN based android
malware detection framework is presented. The model uses
opcode sequences from decompiled apk files to learn to
differentiate between malicious and benign apps. The proposed
approach achieves a detection accuracy of 99% with very low
false positives. In [372], the authors have proposed a android
malware detector based on CNN which uses control and data
flow graphs as features to build detection model. It perform
better than Drebin and most of anti-virus tools gathered in
VirusTotal. DNN architecture was proposed for Cyber Security
applications [600]. The performance of this architecture was
evaluated on Incident detection, Android malware classifi-
cation, and fraud detection. Various experiments were done
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on these various Cyber Security applications and results are
compared with the XGBoost. In all the experiments DNN
performed well in compared to the classical method. RNN
architecture was proposed for Cyber Security applications
[602]. The performance of this architecture was evaluated on
Incident detection, Android malware classification, and fraud
detection. Various experiments were done on these various
Cyber Security applications and results are compared with the
SVM. In all the experiments DNN performed well in compared
to the classical method.

Comparison with Machine learning algorithms: In [340], the
authors have proposed a DBN based android malware detector
which can be adapted to large scale real-world detection. The
framework extracts 32,247 features from static analysis of
the apps and build the DL model which works better than
other conventional approaches with an accuracy of 99.4%.
In [346], the author have proposed a LSTM based android
malware detection framework which detects malicious apps
based on android permissions. The LSTM is trained on per-
mission sequence with bag-of-words embedding and optimal
parameters and it achieves an accuracy of 89.7% on the real-
world Android malware dataset, provided by CDMC2016. In
[348], a CNN-based android malware detector is proposed.
The framework extracts features from static analysis of android
app permissions to build the CNN model. The model is test
on real world android malware dataset with 2000 malicious
and 500 benign apps and it performed better than other
related approaches with an accuracy of 93%. In [351], the
authors have proposed a CNN based android malware detec-
tion framework. The framework extracts features from static
analysis of raw opcode sequences. The proposed approach
performs better and computationally efficient when compared
to n-gram based detection model. In [359], the authors have
proposed a DBN-based android malware detection system
which extracts features from risky API calls and permissions
to build the detection model. While DREBIN attain accuracy
of 90% with 545000 features, the proposed model achieves
the same accuracy with just 237 features. In [361], a DBN
and Restricted Boltzmann Machine based malware detector for
android systems is proposed. The framework extracts features
from API calls and grayscale texture image obtained from
malicious or benign code. The proposed approach achieves
accuracy of 94% with low false positives. The proposed
approach achieves an accuracy of 93.64%. In [363], a DL
based automatic malware detection framework for android
systems is proposed which can be deployed on servers,
mobile and IoT devices. The proposed framework extracts
raw sequences of API calls from app and builds the model
which detect malware and identify its family. The experiment
analysis shows that the proposed approach achieves F1 score
of 96%-99%. In [364], the authors have proposed an android
malware detector with multi-detection layer based on MLP
and LSTM. The first layer uses MLP which is learns from
xml files and the second layer uses LSTM which learns from
bytecode semantics. The proposed approach outperforms other
state-of-the-art detection systems and achieves accuracy of
97.74%. In [365], a DL based android malware detection
and categorization engine is proposed. The proposed model

is tested using real-world malware dataset containing 131611
applications and it achieves an accuracy of 97%. In [366], the
authors have proposed a lightweight android malware detector
based on 1-D convolution which analyses last 1KB of raw
APK file to differentiate benign and malicious apps. The
proposed system is tested using different datasets containing
7000 applications and it achieves an accuracy of 96- 97%.
In [370], the authors presents a DL based android malware
detector which extracts a large set of features from static
analysis to build the detection model. The proposed model
classifies the malware based on its family with more than
90% accuracy in just 0.5 seconds which shows its potential
to be used in a real device. In [608] proposed DL based
method for static Android malware detection. DL architec-
tures implicitly learn the optimal feature representation from
raw opcode sequences extracted from disassembled Android
programs. The various numbers of experiments were run for
various DL architectures with Keras Embedding as the opcode
representation method. RNN, CNN, LSTM, CNN-RNN and
CNN-LSTM architectures were employed and CNN-LSTM
performed well in compared to other DL architectures.

F. Deep Learning in Side Channel Attacks Detection

Kocher introduced Side-Channel attacks in 1996 [250].
These attacks are basically a type of physical attacks which
are utilized by the hackers to break into cryptographic devices.
Side channel information leaked by the hardware like timing
information, electromagnetic radiation, power consumption
statistics of encryption devices can be utilized to launch a
side channel attack. These attacks are very fast and can be
implemented for only few hundred dollars so they pose a great
threat to security. The devices used to be attacked can be any
device from small embedded devices such as RFID to laptops.
In recent days, state of art DL frameworks have been applied
to this domain of side channel attacks detection.

A short review on DL applications in side channel attacks
detection is reported in Table XVI. In [306], the authors
studied the application of DL for the analysis of side-channel
attacks. They have discussed about several parameterization
options, benchmark models and choice of hyper parame-
ters for DL models. The results shows that VGG-16 model
outperforms many baseline models. In [307], presented an
overview of DL for side channel attacks detection. They also
showed experiments related to CNN based side channel attacks
detection. In [308], the authors have proposed two approaches
to enhance the effectiveness of side-channel attacks based on
DL methods. First approach is to decrease the training and
attack traces to retrieve the key by using new spread layer
in NNs. The second approach is to efficiently correct the
model predictions based on confusion matrix. In [309], the
authors studies several ML and DL models for side-channel
attacks. They have found that CNN performs better when the
noise level is low and number of features are high. They have
also shown that random forest and XGBoost performs better
than CNN with low computational cost in other scenarios. In
[310], a novel DL based method for non-profiled side-channel
attacks is proposed. The proposed method uses DL metrics and
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combined key guess to retrieve insights about secret key. They
have enhanced the performance by using data augmentation
techniques with MLP and CNN models and they have shown
that the proposed approach outperforms classic Non-Profiled
attacks. In [311], The performance of CNN is studied on
four side channel data is studied. The proposed CNN model
is compared with CMLAs. It can be observed that in best
case, CNN model can achieve accuracy of 99.3% and for DPA
contest v2 dataset, CNN is outperformed by ML models like
SVM. In [312], the authors have proposed a novel side-channel
attack on CNN based model. The proposed attack recovers
the input image using the measured power traces. They have
proposed background detection and power template method to
recover image. The experimental analysis on MNIST datasets
shows that the proposed approach achieves high accuracy. In
[313], A DL based side-channel attack is used to retrieve
the secret key of AES cryptographic circuit. The relationship
between EM noise and power noise is modeled using DNN by
analysing the captured EM emission and power dissipation and
the secret key is retrieved. The proposed work can effective
get the key by only analysing 32,500 number of plaintexts. In
[314], studies the robustness of CNN on various side channel
information leaks.

TABLE XVI
A SHORT REVIEW ON DEEP LEARNING APPLICATIONS IN SIDE CHANNEL

ATTACKS DETECTION.

Reference Method Dataset Compared CML

[306]
Self-Normalizing
Neural Networks,
& CNN

ASCAD Database No

[307] CNN DPA Contest v4 No

[308]
DNN, &
its variants

ASCAD Database No

[309] CNN DPA Contest v4 Yes

[310] CNN ASCAD Database No

[311] CNN
DPA Contest v2, &
DPA Contest v4

No

[312] CNN MNIST No

[313] DNN Private No

[314] CNN Private No

G. Deep Learning in Function recognition

Function recognition is an important step which is very
useful in malware detection. For malware analysis, one of
the most important tools is bytecode or binary data analysis.
For binary data analysis, the biggest challenge is function
recognition. The applications of DL architectures are have
been studied for function recognition in x86 and x64.

In [83], a DL mechanism was proposed to recognize func-
tions in a binary file. Great results were found in various
applications such as language modeling, speech recognition
etc. The comparison between ML and DL algorithms was
also performed. In [84], EKLAVYA, a RNN was introduced
to address the problem of function type signature recovery.
This recovery was done from a disassembled binary code.
This system was able to learn not only about the idioms that
match the given domain knowledge but also about the calling

conventions. In [85], Gemini was introduced by the authors
which are a DNN based approach for generating embedding
for binary function. Additionally, they also demonstrated that
Gemini was able to identify vulnerable firmware images more
significantly than Genius. In [86] presented VulDeePeacker
which is a DL based vulnerability detection system. Ex-
periments showed that this approach has less false negative
rate than many other vulnerability detection system. In [87]
proposed architecture MobileFindr which is dynamic strategy
for function similarity mapping system. It was developed for
on-mobile device applications. The outcome showed that the
proposed system identifies the fine-grained function similari-
ties successfully. The author in [88] proposed and implemented
a prototype namely Diff to solve cross-version BCSD problem.
This system is basically a DNN augmented solution which
applies three semantic features namely, inter-module, inter-
function and intra-function features. DeepMem is a graph
based object detection methodology proposed in [89]. The au-
thor has basically visualized memory as an intermediate graph
representation. Later this graph was utilized to detect different
types of object. In [90], the author proposed a word embedding
method for extracting features from two binary file with the
aim to find the similarity between the files utilizing only their
compiled form. They employed state of art DL method along
with graph embedding. The experiments showed that there
is an increase of two percent in performance with respect
solution based on ML approaches. SAFE was introduced in
[91] for embedding of functions. This architecture is based on
self-attentive NN and does not need CFG due to which there
is an improvement in speed. In [92], the author proposed a
methodology to find software weakness using DL approaches.
Initially, Instruction2vec was also introduced in this work
which basically vectorizes the assembly code effectively. The
DL approach takes this vector to learn about the assembly
code function and classify whether the function has a software
weakness or not. The outcomes of the proposed model with
word2vec were compared. SySeVR which stand for Syntax-
based, Semantics-based and Vector Representations is another
DL architecture used for detecting software vulnerabilities
[93]. The specialty of this algorithm is that it can detect 15
different vulnerabilities among which seven are unknown. A
similarity comparison tool INNEREYE-BB was introduced
in [94] which is a based on a NN and word embedding.
Instructions are represented using word embedding and the
encoding of instruction embedding and dependencies is done
using LSTM. This proposed work is able to solve the problem
of cross-architecture code containment problem. DL approach
was applied to binary code visualization to solve the problem
of binary code similarities was proposed in [95]. Basically
binary code was represented as an images and then DL
algorithm for image classification were used in this work.
Decompilation is a method of recovering the structure of
source code from binary machine code which was imple-
mented using RNN architecture [96]. The model was trained
and evaluated on binary machine code which was compiled
from C language source code. This proposed methodology is
not language specific and does not require domain knowledge
of the language. Automatically learning code similarities from
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diverse representations of codes like ASTs, CFGs etc using
DL approach for SE tasks is proposed by [97]. This model is
reusable which eliminates large time sink of a DL approach.
Patch detection in binary analysis is proposed by [98]. It is
created using DNN and the model automatically identifies
whether the function is patched or not.

H. Deep Learning for Steganalysis and Steganography

Steganography technique is an art of sending messages
while hiding the existence of the communication. Utilizing
this technique, secret messages concealed inside some ordi-
nary information can be sent without anyone’s knowledge;
making the secret message invisible. The main property of
a good steganographic system is by utilizing the right key
only, finding the message should be possible. The process
of detecting the presence of communication which has the
concealed messages is known as steganalysis. Steganalysis
has been remained as a significant area of research in Cyber
Security in the last years to recognize covert attacks in
public network. A brief introduction to steganography and
steganalysis is provided in [99]. In [100], experiments were
performed utilizing ANN to show ML based steganography.
Steganography and steganalysis techniques can be applied on
different kinds of data, for example, on texts, images and
videos.

Deep Steganography was proposed by Shumeet Baluja
which utilized DNN to work as a pair to not only hide
but also uncover the concealed messages [101]. The Study
is basically related to hiding a fixed color image inside an
another image by using DL methodology and the experiments
were performed using Imagenet database. A two stage process
for hiding information was proposed in [102]. Generally the
secret message of information is embedded inside a complex
object. With the aim to identify the complex object this paper
utilized the application of DL architecture after information
hiding is studied using multiple steganographic algorithms.
The capability of DNN for data hiding is studied and com-
pared with the classical data hiding techniques. The proposed
DNN models are efficient and more robust [103]. Texture
synthesizing is a well-known method in computer vision
and used image concealing in steganography and watermark
[104]. The classical method exists for Texture synthesizing
are based on features and mathematical functions. This is
avoided by introducing the GANs and detailed experimental
analysis shown for Texture synthesizing. CNN based image
steganography is studied for cover image by [105]. With the
aim to enhance the robustness of the CNN model in image
steganography [106], GANs are employed and additionally
to improve the invisibility by hiding the secret image only
in the Y channel of the cover image. Payload capacity is
very important factor in the domain of image steganography
due to the reason that suppose if more information is hidden
in the cover image then there may be possibility that cover
image is altered largely and risk of detection is higher. With
the aim to increase the payload capacity without changing
the appearance of cover image in a larger term, CNN based
method is employed [107]. CNN based image steganography is

mapped into video steganography by [108]. DNN based secret
information removal is studied by [109]. Unsupervised GANs
was introduced to avoid lot of expert knowledge and complex
artificial rules in steganography [110]. The method generates
the stego image from the secret message without the cover
image. The detailed experimental analysis was shown with a
case study. U-Net DL architecture was employed for reversible
image steganography [111]. The DL architecture for image
steganography studied by [112], particularly the DNN was
used in decoding of secret message approximately followed
by domain adaptation method based on GANs for transferring
image into high quality RGB image.

The modified method for cohort intelligence was proposed
and applied on JPEG image steganography [113]. GANs
based method was proposed for hiding the binary data inside
an image. The proposed method provides how much infor-
mation can be hidden successfully [114]. The experimental
analysis based on DL based steganalysis was studied for to
defeat LSB-based steganography [115]. To avoid embedding
information in steganography deep convolutional generative
adversarial networks (DCGANs) was employed [116]. Using
DCGAN, secure steganography method was proposed. This
method automatically generates container for images and
stays more secure against steganalysis method compared to
container derived from the original images [117]. Application
of GANs was used for steganography. A detailed case study
on GANs based steganography discussed and confirmed that
the proposed method stays more robust in an adversarial
environment compared to the classical steganography methods
[118]. A detailed study on DL based steganography and
steganalysis was studied by [119]. A detailed study on DL
based steganography was studied by [120]. A detailed study
on the effectiveness of deep residual network was shown for
steganalysis by [121]. Residual CNN based approach was
studied for steganalysis by [122]. The existing CNN based
model for steganography relies on handcraft or heuristics to
identify the value for its various parameters [123]. To avoid
this, an architecture based on deep residual was introduced and
a detailed experimental analysis of the proposed method was
shown [124]. Deep residual multi-scale convolutional network
was proposed for steganalysis which outperformed the existing
methods based on CNN and also the classical steganography
methods. TL method was employed for image steganalysis
[125]. The detailed experimental analysis was shown using
the deep residual NN. CNN based framework was proposed
for JPEG steganography [126].

Text steganography method using LSTM encoder and de-
coder models was proposed by [127]. The detailed experi-
mental analysis was shown for Chinese quatrains generation.
To hide information in VoIP streams, Quantization index
modulation (QIM) is the most commonly employed method.
In [128]., the author proposed a RNN based method for QIM
steganalysis. [129] proposed RNN based linguistic steganog-
raphy. CNN based text steganalysis was proposed which can
work in semantic analysis phase. Primarily CNN was used to
extract high level semantic features of texts and estimates the
difference of with and without embedding secret information.
In [130], the method was proposed for text steganalysis which
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is more fast and efficient. This method finds the correlations
between words of steganographic texts and then these words
are mapped to a semantic space. The correlations between the
words are extracted using a hidden layer and these features
are passed into output layer for classification. In [131], the
author proposed DNN based method for steganography in
speech signals. LSTM based stegnographic text generation
proposed by [132]. In [133], the author proposed a method
for audio steganography using CNN. [134] proposed a method
based on Deep Residual Network for steganalysis which uses
the spectrogram as the main feature to detect steganography
schemes in different embedding domains for AAC and MP3.
In [135], a CNN based steganalysis method was proposed for
MP3 Steganography in the Entropy Code Domain. Recently,
deep RNN models were employed for DNA steganography by
[136].

I. Deep Learning in Insider threat detection

There have been several types of research on the field of
detection of external malware entering the system. Till day
this has been handled by adding IDS layer at the choke points
of the network. But there is another variety of problem where
there is a possibility of theft within the system. To prevent
this so-called insider threat, researchers have been developing
insider threat detection systems based on various ML archi-
tectures. The ultimate aim of this system is to identify hostile
activities from behavior data. As the network threat evolution
in recent years, identification of internal threat has become
more difficult. Like in IDS, classical insider threat detection
systems have been functioning on the acquired knowledge of
past attacks which has been deemed to be inefficient.

A short review on DL applications in insider threat detection
is reported in Table XVII. In [315], the authors proposes an
online unsupervised DL approach that uses the system logs in
real-time which can extract the anomaly scores into individual
user behavior to efficiently identify the threat. They have used
DNN and LSTM models which outperformed the existing
anomaly detection baselines that are based on Isolation Forest,
PCA and SVMs. In [316], The authors have presented a novel
insider threat detection system based on LSTM and CNN. The
LSTM extracts the behavior features from user actions which
is given to CNN for classification. It can be observed that the
proposed model achieves AUC of 0.9449 in best case. In [317],
Aaron et al. have proposed a flexible unsupervised technique
for the detection of anomalous activities using bidirectional
LSTM which is trained on computer security log data. The
proposed method is performs significantly better when com-
pared to standard PCA and isolation forest based detection
models and it achieves an AUC of 0.98. In [318], the authors
proposes an insider threat detection framework based on
LSTM-RNN and PCA. The proposed system classifies the at-
tribute features and evaluates the behaviour abnormality. It can
be observed that the proposed framework performs better when
compared to insider threat detection models based on SVM,
PCA, and Isolation Forest. In [319], a LSTM based anomalous
user behaviour detection framework is proposed. The pro-
posed approach learns the behaviour pattern by analysing the

user logs and detects anomalies. In [320], the authors have
proposed a novel insider threat detector based on adaptive
optimization DBN. The proposed DL model with multiple
hidden layers learns the behaviour pattern by analysing user
logs and can achieve detection accuracy of 97.872% with
significant advantages. In [321], a LSTM based insider threat
system is proposed. The proposed method uses system log
to train the model to dierentiate anomalous behaviour from
normal user behaviour. It can be observed that the proposed
method perform better that the existing log based anomaly
detection techniques. In [322], Teng et al. have proposed
a CNN based user authentication technique which uses the
dynamic behaviour of the mouse. The proposed model learns
from the dynamic behaviour pictures and can authenticate user
continuously for every 7 seconds. It has FPR of only 2.94%.

TABLE XVII
A SHORT REVIEW ON DEEP LEARNING APPLICATIONS IN INSIDER THREAT

DETECTION.

Reference Method Dataset
Compared
CML

[315] DNN, & RS CERT Insider Threat Yes

[316] CNN, & RS CERT Insider Threat No

[317] RS
Los Alamos National
Laboratory (LANL)
Cyber Security

Yes

[318] RS CERT Insider Threat No

[319] RS CERT Insider Threat No

[320] DBN CERT Insider Threat No

[321] RS CERT Insider Threat No

[322] CNN
Balabit Mouse Dynamics
Challenge

Yes

J. Deep Learning and Cyber Security in autonomous vehicle
technology

Everything in this day-to-day life is becoming connected
with each other. One of the most important among them is
autonomous driving. In the foreseeable future, they can see
the streets flooded with autonomous driving cars due to the
initiation of companies like Tesla, Waymo and several other
major companies and startups. Since autonomous cars have
more similarities with a modern smartphone than a traditional
combustion engine car, it raises the question of cyber safety,
security robustness and hackability of the system that runs
these autonomous cars. Cyber attacks on cyber-physical sys-
tems like CAN (automotive Controller Area Network) has
been shown to be potentially vulnerable. The possible attacks,
vulnerabilities and exploitatios for autonomous vehicles was
briefly outlined by [599]. [616] has made an analysis of
this CAN data broadcasts and have tested multiple statistical
methods to detect the anomalies in the CAN traffic in time
windows which will yield a valuable collection of data. The
built-in DNNs of a typical modern-day autonomous vehicle
system often may demonstrate potentially fatal incorrect er-
rors. To solve this, DeepTest [617] systematically explores
various parts of the logic of DNN. It acts as a tool for
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automated testing of DNN-driven autonomous cars which acts
as an important step towards building robust systems based on
DNNs. While [617] is using a module that surveys the DNN
network, [618] has taken the route of using adversarial deep
reinforcement learning algorithm in order to make the system
more robust in the training stage itself unless DeepTest corrects
itself in real-time. It is true that the security of the system that
is functioning in real-time in autonomous cars are important
but on the other hand enhances the in-vehicular networks are
also vital for the overall safety of autonomous driving suites.
[619] implemented an intrusion detection system (IDS) using
deep neural networks for the same. A short review on DL and
Cyber Security in Autonomous Vehicles is reported in Table
XVIII.

TABLE XVIII
A SHORT REVIEW ON DL AND CYBER SECURITY IN AUTONOMOUS

VEHICLES.

Comments Architecture Data set

[616] Hybrid
Udacity Self-Driving
Challenge Dataset

[617] Reinforcement Learning Private

[618] DNN Private

K. Social media data for Cyber Security

Social media is a concept that came into limelight in the
recent years. Peoples got introduced to social media platforms
like Google Talk, Orkut, Facebook, Twitter and WhatsApp
etc. which gained popularity at an exponential rate. Along
with the several advantages of social media, the biggest of
which is real-time communication, regardless of the distance
between those communicating, came the negative aspects like
cyber stalking, cyber bullying, hacking, anti-social elements
spreading their propaganda and ideologies, and even the spread
of fake news. Ongoing investigation on the US election 2016
is one of the greatest instances of their time. It isn’t just
professed to have been fixed by the Russians but social media
has likewise assumed a huge role in it. Summing up all
these negative aspects of social media, anonymity has turned
into a common aspect which has the capacity to serve as a
common helping hand in accomplishing these insidious goals.
Anonymity is a treacherous enemy to the decorum of any
online community. Aside for North Koreans, every individual
has access to Internet and are utilizing their freedom to hide
behind fake profiles on social media platforms. Due to this
fake profiling, the field of cyber forensics faces the challenge
of Author Profiling.

In recent days, the data from social media resources such
as Facebook, Twitter, etc. can be effectively used to create
cyber threat situational awareness platform. This can enhance
the malware detection rate. A characteristic of DDoS defense
is that rescue time is limited since the attack’s launch. In [244]
aims at the prediction of the likelihood of DDoS attacks by
monitoring relevant text streams in social media, so that the
level of security can be dynamic aimed at cost effectiveness.
[245] aims at creating a novel application of NLP models to

detect denial of service attacks using only social media as a
source. It evaluates two learning algorithms for this task, both
of which outperform the previous state-of-the-art techniques -
a FFN and a partially labelled LDA model. [246] studied the
clusters of Twitter users tweeting about Ransomware and Virus
and other malware since 2010. Investigating the quality of the
information on Twitter about malware, the paper concludes
that a great quality and there is a great possibility to use
this information as the automatic classification of new attacks.
There is very less number of works existing in this direction
because still in its infancy stage. An improved method based
on LSTM and CNN approach for DDoS attacks prediction
in social media proposed by [247]. To detect DDoS attack
in Social media [248] adopted the DL approach. In [249]
ransomware detection and classification was done on Twitter
posts using DNN with embedding method. The proposed
method continuously monitors the online posts in Twitter and
provides early warning about ransomware spreads. In [615]
utilized the Twitter resource to detect and classify the ran-
somware events. The proposed architecture acts as cyber threat
situational awareness which uses DNN architectures to detect
and classify the tweet into corresponding ransomware family.
Recurrent structures such as RNN and LSTM were employed
for encrypted text classification [595]. To convert the data in
encrypted form to numeric representation, Keras embedding
was used. The performances of both the architectures are
evaluated on both character and word level text representation.

XII. DEEP LEARNING IN IOT APPLICATIONS OF SMART
CITIES

Governments of different countries all around the world
want to make their urban area more livable, sustainable and
productable. To achieve this, they promote smart city projects
which use Internet enabled devices. These devices are used
in lot of cities major applications like power grid, water
treatment etc and due to which the market of Internet-of-
Things (IoT) is rapidly growing. The IoT has become increas-
ingly popular and innovative. IoT networks of various cyber
physical devices with some storage capacity and processing
power which collaborate, associate, exchange information and
generate lot of data typically know as BD. The principle
objective of IoT is to make secure, reliable, and fully auto-
mated smart environments e.g., buildings, smart homes, smart
vehicles, smart grids, smart cities, smart healthcare, smart
agriculture, and so on. Be that as it may, there are numerous
technological challenges in deploying IoT. This incorporates
connectivity and networking, timeliness, energy and power
consumption dependability, privacy and security, compatibility
and longevity, network/protocol standards, and so on with
respect to resource-constrained embedded sensors and devices.
As these devices have very low security, they pose a great
threat to smart cities. It is very easy for attackers to gain access
to these IoT devices. Different types of attack like Denial-of-
service (DDoS), Distributed Denial-of-Service (DDoS), DDoS
as a service, botnet etc. are already implemented using IoT
devices by hackers to commit crimes [63]. Botnet attacks
basically take the control of IoT devices to make these devices
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weaponized. Later these compromised IoT devices are used to
launch attacks such as DDoS attack. These attacks can be used
to not just invade corporate networks, but also to endanger
lives or cause widespread panic across new smart city.

Security policies such as network and host level systems,
firewalls, and heuristics based approaches can be employed to
secure the IoT environment from malicious activities. Along
with these methods application of ML and DL have been
employed in academia for IoT security. DL approaches have
been applied for IoT botnet detection [64], [65]. Meidan, Yair,
et al. proposed an empirically evaluated network-based DL
approach for detecting attacks launched from compromised
IoT devices [64]. Anomaly detection is performed using these
DL methods. Training a DAE with IoT’s typical behavior for
each IoT device was done to gain proficiency. This was done
utilizing behavioral snapshots of the IoT traffic. The DAE
endeavors to compress snapshots. The IoT device is said to
be compromised when an AE fails to recreate a snapshot. For
training and validating the credibility of the system, a new
well-structured dataset, Bot-IoT was proposed by [65]. This
dataset is a combination of various types of attacks with le-
gitimate and simulated IoT traffic. For addressing the existing
dataset downsides, a testbed environment was also introduced.
This dataset was made available for further research.

XIII. DEEP LEARNING WITH BLOCKCHAIN TECHNOLOGY
FOR CYBER SECURITY

DL technology have state of art algorithms which have been
employed in various applications in wide range of areas such
as Natural language processing, speech recognition etc., and
had achieved high accuracy. However, when it comes to Cyber
Security area, DL algorithms applied to applications is still in
its beginning stages. The major reason to this is FPR. On the
off chance that there is even a little blunder as a result of false
positive in security territory, it will be an incredible misfortune
to the company that is the reason behind organization taking
a step back to implement DL algorithms to security area. Not
just this, the framework ought to be in adversarial environment
which implies that any hacker should not have the capacity to
circumvent the security.

Privacy preserved DL is a strategy in which neither the
model nor the training data ought to be exposed to the outside
world. DeepChain which is a robust and fair decentralized
platform for secure collaboration of deep training was pro-
posed by [68]. Three important goals namely, auditability,
confidentiality and fairness were achieved in this work. A
prototype of this proposed work was made and evaluation
on feasibility was done utilizing four different aspects in par-
ticular, throughput, ciphertext size, training time and training
accuracy. If the distributed computer nodes are compromised,
they will be exposed the algorithm and data to various Cyber
Security threats. Alternating Direction Method of Multipliers
(ADMM) is a tool for distributed optimization problem can
be used for detection of the attacks on these models [70]. [71]
discussed the detailed analysis on potential attack vectors for
generalized distributed optimization problems, with a focus on
the ADMM.

Blockchain technology can be defined as a realistic solution
for centralization as it enables decentralized and secure public
ledger on multiple computers. The reason behind the popu-
larity of this technology is that it prevents any identity theft,
data breach, criminal attacks and so forth. It has turned into an
amazing advancement that is bringing extraordinary changing
in different businesses, for example, healthcare, manufactur-
ing, financial service and son on. It basically ensures that data
will be secure and remains private. A comprehensive survey
on using blockchain technology for various security related
services was done by [66]. This paper gave insights on the
present security service, featured methods that provide these
services and their challenges. Furthermore, they discussed how
blockchain is able to resolve these challenges and compared
various blockchain based methodologies providing security
services. Additionally, discussion on the current challenges
that are restringing blockchain technology in security services
was also done. In real-time, to train a model of DL, we have
big datasets which are actually available across different data
servers. The distributed solution offered by the blockchain
technology to maintain tamper-resistant system. This system
has the ability to provide various solutions to tackle security
problems [69], [67]. Blockchain technology can utilize its
decentralized and coordinated platform as computing power
for this BD. It will likewise make the DL decisions or
outcomes to be more trustworthy, transparent and explainable.
Additionally it provides secure data sharing environment. [72]
proposed a decentralized blockchain-based architecture for DL
applications. Recent days to enhance the performance of the
ID model, security researchers use collaborative ID networks.
The main significant issues with such IDS model is data
and trust management and this can degrade the effectiveness
of IDS model. To avoid this, [73] showed application of
blockchain technology in IDS.

XIV. DEEP LEARNING FOR CRYPTOGRAPHY

Data security has become highly important as more and
more electronic communication devices are using Internet for
communication. Cryptography is a methodology though which
data can be kept secret while communication. It basically
converts the data into unreadable format that is not under-
standable by anyone except for the authorized individuals. This
converted unreadable data is safe enough to be transmitted
to the right user though Internet and can be decrypted to
the original form. Modern cryptography major aspects are
data integrity, authentication, data confidentiality, and non-
repudiation. It can be broadly classified into two types:
symmetric-key (single key) and asymmetric-key (public and
private key). In recent year, states of art DL algorithms have
been applied for cryptography [137]. The data encrypted using
DL cannot be broken down without the right key. Even though
DNNs have high computation cost, they are very useful in
applications of smart cities. With the help of Quantum com-
puting in future, this computation cost will be very minimal
and breaking the encryption would become possible. NNs are
trained for encryption and decryption adversarially [138]. This
was shown with a case study. They also reported that the NNs
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are good at cryptanalysis and can be further considered for
steganography, pseudorandom-number generation, or integrity
checks. In [139] discussed the theoretical aspects of applying
NNs to encrypted data. [140] discussed the applicability of
NNs in cryptography and steganography. [141] showed various
experiments how and in which conditions an artificial agent
can learn a secure encryption method. The detailed experi-
mental analysis on RNN based methods for cipher design
was done by [142]. In [143] showed detailed experimental
analysis of NNs on the design of S-boxes used in ciphers.
Cryptographic Primitive classification based on CNN was done
by [144]. CNN based method was proposed which has the
capability to run over encrypted data [145]. In [146], a method
was proposed which uses NNs for encrypted data typically
called as cryptonets. This allows the user to send the encrypted
data to the cloud. In cloud, the DL models predict without
decrypting the data and against the results are passed into the
user. At last the user decrypts the data using a cipher. In this
study various experiments were done for cryptonets to enhance
the performance [147].

XV. DEEP LEARNING FOR CLOUD SECURITY

Internet is being reformed by cloud computing. Cloud
computing is a convenient, on-request network accessibility
to huge amount of shared, configurable computer system
resources. The computing resources that are provided are
data storage, servers, services, applications and so on. Cloud
computing is picking up popularity as it not only saves cost
but also there is no requirement for any immediate active
administration by the user. The three important aspects of
cloud computing are Software as a Service (SaaS), Platform
as a Service (PaaS), and Infrastructure as a Service (IaaS).
To deploy applications or use services, there is no need for
user to have any knowledge, control, and ownership of the
computer system infrastructures. The user can simply rent
and use the hardware or software by paying some minimal
amount for what they used, from anywhere, at any time. The
servers should to be in secure environment which means they
should not be accessed by unauthorized users. Utilization of
firewalls and ID can secure the servers but in recent year’s
lot of methods have come into picture which can bypass the
firewall very easily. This can be avoided using host level as
well as network level ID mechanisms.

In recent years, ML and DL techniques have been used in
cloud computing. In [148], ML feasibility for cloud computing
is studied. The real hinders for the acceptance of cloud
computing are issues related to trust, privacy, and security.
Google which provides cloud platform puts security as the
top concern. They use ML and AI not only to block wrong
messages but also show warning for suspicious messages.

Cloud computing is seeing the era of BD. BD is typically a
very large amount of data. This data can be stored in cloud and
cloud servers can use various DL architectures for training this
BD where as the standard approaches presently require cen-
tralized data training methodology. Google has already built
secure and robust cloud infrastructures for processing this data.
This is basically making ML as-a-service (MLaaS) and DL as-
a-service (DLaaS) possible. DLaaS provides users to design,

develop and train DL applications faster. DL as a service is
provided by various cloud platform such as Microsoft Azure
ML [149], Google Cloud ML Platform [150], Amazon ML
[151], IBM Watson Analytics [152] and so on. IBM’s DLaaS
software architecture details are provided in [153]. Virtual ma-
chines are one of the important components in infrastructure as
a service (IaaS). Various experiments based on heuristics were
done for VMs network traffic anomalous behavior detection
[154]. They also suggested that the application of DL can
be used for increasing the accuracy of the model. In [155]
proposed LSTM based method for anomaly detection in a
cloud environment. DL based ID for vehicles was discussed
in cloud environment [156]. RNN based ID was proposed for
cloud environment in the context of BD approach [157]. In a
DL approach was proposed for cyberattack detection in mobile
cloud computing environment [158]. A method based on CNN
was proposed for malware detection in the cloud infrastructure
[159].

XVI. DEEP LEARNING FOR BIOMETRIC SECURITY

Biometrics security deals with identifying a person by their
unique characteristics. Physiological characteristics and behav-
iors characteristics can be used for this purpose. Physiological
characteristics include face, fingerprints, palmprints, iris etc.,
whereas behaviors characteristics involve voice, signature,
gait, keystroke and so on. By using these measures it is ex-
tremely difficult to break into any system making it very useful
to be used for security purpose like access to confidential
data. From data, DL algorithms can learn hierarchical features
making them very popular with multiple fields such as speech,
natural language processing, computer vision etc. Surveys on
DL for Biometrics have been done in [160].

XVII. DEEP LEARNING BASED CYBER SECURITY IN FOG
COMPUTING

Fog computing, an extension of cloud computing technol-
ogy, is the new emerging technology of Cyber Security. In
fog computing the information exchanged between the end
users is through the fog layers which processes the input
information by changing structure, size and validity of the
data. The data collected at this level will be very large. These
layers have fog nodes which are from various providers which
makes is difficult to trust them. This fact leads to new privacy
and security problems in fog computing. In [169], utilizing a
set of application scenarios, the authors have highlighted the
privacy challenges and data security issues in the fog layers.
This upcoming technology is very much needed for application
of smart city, e-Health, smart homes, mobile applications, and
so on. In [166] gives a great introduction on analysis of BD
for security in this new emerging technology. [167] provides
a great detailed view on fog computing, DL, and BD.

XVIII. DEEP LEARNING AND CYBER SECURITY IN
PERVASIVE COMPUTING

Pervasive computing is a new simple technology which is
trying to make embedding systems to be available everywhere
at any time. It is also called as ubiquitous computing. It
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is trying to increase embedding computational capability in
everyday things so that they can communicate and perform
more efficiently. Pervasive security deals with security in this
new emerging technology. A brief discussion on the current
stage of pervasive security and open problems in this area is
done in [170]. [171], [174] gives a complete study on security
in this new technology. Experiments using falsification and
singleton invariant were done to identify if the light in refrig-
erator is off when the door is closed were done in [172] to
see the security in pervasive computing. In [173], experiments
were performed to prove that monitoring, evidence gathering
and reconciliation are a better way for security. To address
the challenges faced by pervasive security, [175] proposed
a method which combines decentralized trust and reputation
management systems, network-level observations and Seman-
tic Web languages declarative policies. DL framework have
been applied in this domain to process and predict the data
coming from multiple sensors and how these devices can be
used to implement these architectures. MicroDeep is basically
a CNN over a distributed sensor network which was proposed
in [176]. They demonstrated two experiments which show
that MicroDeep performs better than ordinally CNN. In [177]
shows how DL frameworks can be squeezed into these small
embedding devices. DAEs were utilized to detect suspicious
network traffic of compromised IoT devices so that IoT botnet
attacks can be identified [178].

XIX. UNSUPERVISED MACHINE LEARNING LEADS TO
BUILD BETTER CYBER SECURITY SYSTEM FOR AN

ORGANIZATION

Unsupervised learning is a ML approach of inferring a
function to describe the hidden structure. Recently there has
been a lot of interest in unsupervised learning methods to
understand and learn the representation of words, popular
methods like word2vec embedding model, which learns the
syntactic and semantic representation of a word. Unlike the
openly available datasets, most of the real-life datasets are
often unlabeled or poorly labeled. As a result, supervised
learning and CMLAs can’t be trusted. Therefore a new wing
of ML has been born called unsupervised ML to evade this
disadvantage. One of the classical examples of unsupervised
learning is the ANN. [49] has demonstrated a novel approach
for IDS using unsupervised learning proving the advantage
of it in the field of Cyber Security where the data is almost
always unlabeled. The use of unsupervised learning approach
is not just in IDS. Like the approach in [50], the ability of it
can be exploited in signature extraction which is the key part
in forensic log analysis. They have proposed a method based
on a neural language model that has promisingly outperformed
the current signature extraction techniques. [51] has developed
an enterprise-grade framework that uses a divide and conquer
strategy combing the analytics of behavior and modeling
of time series. This approach has achieved an area under
the curve receiver operating characteristics curve of 0.943.
In [52], the author proposed a method based on a sparse
variant of DBN that holds promise for modeling of higher
order features. [53] proposes a real-time collective anomaly

detection architecture based on NN learning that is built on
time series version of KDDCup-99 dataset.

Tensors are multi-dimensional arrays that contain numeri-
cal values and hence generalize matrices of more than one
dimension. Tensor decomposition is a method of representing
a complex tensor in the form of one or more simpler tensors
for easier manipulation and understanding. [54] has developed
a joint probabilistic tensor factorization method to derive the
latent tensor subspace, which extracts common behaviors that
vary in time across the views. By doing so, they have achieved
significant results in temporal multi-view inconsistency detec-
tion for network traffic analysis. It is often difficult to find
dense blocks when the tensor is of complex and high order.
The current decomposition techniques that are used for finding
dense blocks are not satisfactory with respect to accuracy,
speed and flexibility. Therefore, [55] has developed a solution
called M-ZOOM that gives promising results in terms of
scalability, accuracy, flexibility and effectiveness with an AUC
score of 0.98. Due to the fact that it is often time-consuming
to do complex, multi-dimensional tensor decomposition which
cannot be afforded in real-time Internet anomaly detection
with high accuracy. Therefore, [56] has proposed TensorDet
which can solve the problem directly and efficiently. It exploits
the factorization structures with novel methodologies like
sequential tensor truncation and two-phase anomaly detection.

XX. CYBER SECURITY APPLICATIONS IN OFF-LINE AND
REAL-TIME DEPLOYMENT

The application of DL architectures towards Cyber Security
is in the initial stage and there are many challenges involved in
both off-line and real-time Cyber Security applications. There
are many important factors that should be considered during
designing ML based system. They are;

1) Interpretation and understanding of Deep learning
architectures: Interpreting and understanding what the
trained ML model has learnt is an important factor
of a robust validation procedure. Interpretability is an
essential factor in applications related to Cyber Security
where the reliance of the model on the correct features
must be guaranteed. Generally, the simple models are
easier to interpret than the complex models. Simpler
models are linear models whereas complex models
are non-linear models. Interpretation which means the
human has to be able to understand what the predic-
tions are, for example texts, images etc. whereas non-
interpretable are hidden layer features, vectors spaces
produced by text representations, word embedding. Heat
map is one of the most commonly used approaches
to understand the classification decision. The pixel of
heat map image provides the contribution towards the
classification.
There is no clear mathematical proof as well as theory to
DL architectures interpretation and transparency. Thus it
is very difficult to arrive at a specific reason to identify
why DL architecture model misclassify a data sample.
Identifying which DL architecture is more suitable,
identifying optimal parameters for network structure and
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network parameters is one of the daunting tasks. Addi-
tionally, more practical knowledge is required to identify
sensible values for parameters such as learning rate,
regularizer, etc. Currently these are determined on an ad-
hoc basis. [58] proposed a method to identify the optimal
number of feature maps. This method worked well for
extremely small receptive fields and later [59] proposed
a visualization approach that facilitated for intermediate
feature visualization. Following, [60] proposed a visu-
alization method for hidden layer feature visualization.
These visualization methods facilitated to design better
DL architecture. Later many methods are proposed for
gradient visualization, these are explained in detail by
[61]. Recently, the detailed survey on visualization and
visual analytics in DL is done by [62].

2) Unavailability of well-known labeled benchmark
datasets: Dataset is one important component in ML.
Due to privacy and security reasons, the labeled datasets
are not publically available for research purpose. Label-
ing data samples by using manual approach is one of
the daunting tasks. Mostly, to label the data samples
heuristics method is followed. Most commonly used
solution to label data sample is based on vendor provided
blacklist and whitelist. Basically there are 3 different
types of datasets are used in ML. They are called
as train, valid and test datasets and these datasets are
disjoint to each other. It means when we are collecting
a data sample to develop network traffic analysis system,
we have to collect these datasets from different networks
which include different users as well as different ap-
plications access. These 3 datasets should also include
time information. It means the train data should be
from t − 1, test dataset should be from t + 2 and
valid dataset from t + 1. Anomaly detection is more
popular in many domains and less preferred in the
area of Cyber Security. This is due to the reason that
achieving low false positive is one of the biggest tasks
in Cyber Security anomaly detection. There are chances
where a single misclassification can cause millions of
dollars damage to the company. The semi-supervised
and mostly unsupervised learning methodology is the
prefer method in the domain of Cyber Security. The
main important factors to be considered during dataset
collection are

a) Different qualities of measurement
b) Different subjects
c) Evolution of technology over time
d) Different ways of labeling examples
e) Different level of concentration
f) Different environments
g) Different protocols
h) Time of the day

3) Attacker-Defender Approach and Concept of Drift:
Cyber Security is an evolving area, to adapt to new types
of patterns used by adversary; the ML based system has
to be continuously trained. Since the datasets generated
by various ICT systems is huge, feature engineering

is a difficult task, thus in this case application of DL
architectures can be used. This helps to lean the different
types of new patterns used by an adversary simply
following pertaining method.

4) Imbalanced data samples: Data imbalance is one of
the most common problems in Cyber Security. Most of
the time the samples of malware are rare and particu-
larly almost all the data’s are imbalanced in multiclass
classification in the field of Cyber Security.

5) Domain adaptation: Domain adaptation is a method to
measure the difference between train and test datasets.
Both of these datasets distribution should be completely
different. The domain of Cyber Security contains many
forms of datasets; this includes network traffic, spam,
phishing, etc. These are highly correlated and can help
to detect malware effectively. A major challenge is to
adopt an effective defense method from one domain to
another.

6) Important factors to be considered in deployment of
ML models in real-time systems: Though as these ML
algorithms and DL architectures have the capability to
discriminate the new types of malicious patterns, there
are still is in early stage in adopting in enterprise security
systems. Recently, a new research direction typically
called as explainable AI can give better reasons for
incorrect decision. The incorrect decision in Cyber Se-
curity system can cause dollars of damage. For example
If a legitimate application is flagged as malicious and
the application is not acceptable by any of them in a
working hours in an enterprise system, then it is going
to cause a lot of damages. The explainable AI can
better understand the complex problems. Interpretability
is crucial for CMLAs and DL architecture because a sin-
gle wrong decision can be extremely costly. Generally,
DNNs learn hierarchical feature representations. Each
layer has multiple neurons with similar structure but
with different weight parameters. In the presence of the
data heterogeneity in Cyber Security systems, it can be
tricky to ensure that the classifier uses the right features.
Interpretable ML model can be used to validate a trained
model, or to learn something from the models. Variation
in the prediction can be learned by using sensitivity
analysis. It also discusses the importance of interpretable
DNNs modeling explaining the predictions.

XXI. ROLE OF EXPLAINABLE ARTIFICIAL INTELLIGENCE
IN CYBER SECURITY

In the previous decade, AI systems have begun to perform
tasks that previously needed a human’s cognitive skills. These
systems can perform specific tasks quicker and better than
a human, due to which humans have started to rely on these
systems to be in charge for making major decision in real-time.
Nonetheless, the fundamental principle that these framework
are utilizing to settle on these choices is often hidden such as
for what reason did the AI do what it did, how the choice was
made, etc. For example, movie suggestions are made by film
streaming services however most of the times the clarification
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of how the framework chose these particular motion pictures
isn’t given. Situations like these makes the machine generated
decision to be less confident, less trustworthy and so forth.
Trust is one of the major factors when safety comes into
picture and this trust on decision made by machine over time
can be improved by Explainable AI [80]. Explainable AI is
a possible and desirable concept where humans can access
the decision making procedure of the AI [81]. In other words
it will give reasons and explanations for everything that is
happening by the algorithms such as the reason behind the
outcome. The biggest challenge here is to create machines
which humans can trust. A detailed survey and study an
explainable AI is done by [82].

DL is a state of art technique where models are composed
of multiple layers. Which actually resemble the human brain.
In [74], interpreting the concepts learned by the model and
understanding the model decision of DNNs is well presented.
DL is still in beginning stage in Cyber Security area especially
in the case real-time deployment application.

In recent days, Explainable AI has been applied in Cyber
Security applications. In [75], an adversarial approach with
Explainable AI was utilized to explain the reason for the
incorrect classification given by the ID system. Initially, the
minimum modifications needed in order to correctly clas-
sify the misclassified values were discovered utilizing the
methodology. Later these recently discovered modifications
were utilized to visualize the related features which were
responsible for the incorrect classification. Linear and MLP
models were utilized for the experimentation and intuitive
plots were used for displaying the clarifications by the author
in this paper. The outcomes demonstrated that conflicting char-
acteristics between classes was the reason behind the incorrect
classification. In [76], a survey to improve the generalization
capability of DL Cyber-Physical Systems was done using
Regularization techniques. The DL architectures used in this
work are CNNs, LSTMs, RBMs, AE, DBNs and DFFNN
whereas regularization techniques exploded in this work are
weight decay, dropout and sparse regularization. In [77] gives
an overview of the security and resilience related to a critical
infrastructures. An introduction to organizational units dealing
with Critical Infrastructure Security and Resilience (CISR) as
well as different topics related to vision and future of CISR
are discussed in this paper. LEMNA is a method which treats
a DL model as a blackbox to derive explanations for each and
every classification outcome [78]. This method was dedicated
to security application. Various interpretation and visualization
methods are mapped to 3 different tasks and detailed analysis
is shown [79].

XXII. CASUAL THEORIES WITH DEEP LEARNING FOR
CYBER SECURITY

State of art DL algorithms have been applied to various
application of Cyber Security and have got great accuracy
but still are not widely used commercial uses. This is due to
fact that there is no trust in the outcomes predicted by these
models and how it is working. In order to establish trust, it
is very important to formalize a framework to understand the

working of these models. Causal inferences are one of the
methods which are used for this purpose as it has the ability
to answer such questions. Causal model includes a statistical
model and additional structure which has the capability to
answer the questions related to distribution and interventions
changes. What if type of questions which involve making some
changes to the existing framework can be answered using this
type of model. This causal theory to understand DL models
have been applied to different application of Cyber Security. In
[161] proposed a framework to understand a DL architecture
using causal inferences. They not only built a structural causal
model but also showed the effectiveness of this model. In
[162], Granger Causality was used to confirm the TCP flooding
attacks. This work was based on analyzing causal data in
network traffic to find the presence of TCP-SYN flooding
DDoS attacks. Causality countermeasures were utilized for
detection of attacks in [163]. PRIOTRACKER was proposed
in [164] which can utilize for tracking processes. It basically
prioritizes the investigation of abnormal causal dependencies.
[165] demonstrated a developmental learning algorithm for
understanding a set of causal models which describes Cyber
Security.

XXIII. A BRIEF STATISTICS OF DEEP LEARNING
APPLICATIONS IN CYBER SECURITY

Recent years applying novel DL methods and as well as
evaluating the performance evaluation of various existing DL
architectures to find out optimal one has been remained as
a significant direction of research for security researchers.
The surveyed DL based Cyber Security applications papers
are shown in Figures 13, 14, 15, 16, 17, and 18. Figure 13
represents the statistics of the DL architectures for various
Cyber Security applications. Since there are many DL archi-
tectures, we have grouped similar architectures to a group and
the details are given below.

1) DBN, RBM (all other variants of DBN and RBM related
architectures.)

2) DNN - a network with many fully connected layers with
ReLU (includes Invincea, Endgme, NYU, CMU, MIT.)

3) Autoencoder (stacked autoencoder, denoising autoen-
coder, variational autoencoder, contractive autoencoder
and other variants of Autoencoder.)

4) CNN (this includes all cnn architectures like
(AlexNet,VGG16,VGG19,SqueezeNet,Inception-BN-
21k,Inception-BN-1k,Inception V4, ResidualNet152.)

5) Recurrent structures - RNN, LSTM, GRU, and IRNN.
6) Hybrid of CNN and Recurrent structures - CNN-RNN,

CNN-LSTM, CNN-GRU, CNN-IRNN
7) Bidirectional recurrent structures - Bidirectional recur-

rent neural network, Bidirectional long short-term mem-
ory, Bidirectional gated recurrent unit and other variants
of Bidirectional recurrent structures.

8) Reinforcement learning (includes variants of Reinforce-
ment learning).

9) Adversarial machine learning (includes various Cyber
Security applications based on Adversarial DL.)

Figure 13 shows that the DL architectures based on re-
current structures, CNN and DNN are largely used. More
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Fig. 13. Statistics of the Deep learning Architectures in Cyber Security.

importantly, DL architectures based on recurrent structures is
largely used compared to CNN and DNN. This may be due
to the reason that most of the Cyber Security applications
datasets involves the sequence and time series information.
DL architectures related to recurrent structures are good at
learning sequence and time related features compared to other
DL architectures.

Figure 14 represents the statistics of various Cyber Security
applications using DL. We have considered the following
Cyber Security applications;

1) Windows malware detection
2) Android malware detection
3) Intrusion detection
4) Network traffic analysis
5) DGA, Email, URL and Security log Data analysis
6) Side channel attack detection
7) Insider threat detection
8) Function recognition
9) Steganalysis and Steganography

10) Insider threat detection
11) Attacks detection in autonomous vehicles
12) Security events detection in social media
13) Cryptography applications

Application of DL architectures are largely used in intru-
sion detection, Windows malware detection, Android malware
detection and DGA, Email, URL and Security log data anal-
ysis. Most importantly, DL architectures are largely used for
intrusion detection. This has been remained as a significant
direction of research for the past several years.

There are many research works exists based on DL based
Cyber Security applications. However, the main significant is-
sue is that most of the published researches have not compared
the performance of DL architecture with the existing classical
ML algorithms. This is very much required because for few
Cyber Security applications the classical ML algorithms are
more sufficient than the DL architectures. To identify this,
we have shown the statistics of the various DL based Cyber
Security applications in Figure 15. We have considered the
following Cyber Security applications;

1) Intrusion detection
2) DGA, Email, URL and Security log Data analysis

3) Network traffic analysis
4) Windows malware detection
5) Android malware detection
6) Side channel attacks detection
7) Insider threat detection

Figure 15 indicates that only few published research works
based on DL architectures have compared the results with
classical Ml algorithms. Most importantly, the DL architec-
tures outperformed the classical ML algorithms in all the
research works. As a result, this facilities to understand DL
architectures are more efficient and robust than the classical
ML algorithms.

NLP is an important domain which has many important
application in Cyber Security. It deals with conversion of
text to numerical representation. There are many text rep-
resentation exists and the performance implicitly depends
on the text representation. In the last years, various DL
based published papers have used various text representations.
We have shown the statistics of various text representation
methods of published works specific to DGA, Email, URL
and Security log Data analysis is shown in Figure 16. Most
of the research works have utilized keras embedding. This
is primarily due to the reason that it helps to preserve the
sequence information of words or characters in the texts.
There are very less number of work exists based on the word
embedding models because in most of the Cyber Security text
data doesn’t involve semantic and contextual representation.
We have considered the following text representations;

1) Bag of words (Term frequency)
2) n-grams
3) One hot
4) ASCII representations
5) Keras embedding
6) Word2vec (Sent2vec)
7) FastText
8) Characters converted into image
9) Manual feature engineering

Figure 16 shows that the Keras embedding text representa-
tion is largely used in published research papers based on DL.
This may be due to the reason that sequential features are more
important in Cyber Security text data and Keras embedding has
the capability to capture sequential information while the other
text representations such as Bag of Words, term frequency,
and one hot encoding are not capable of capturing sequential
features. Word embedding can also learn sequential features
in the text but it is computationally expensive compared to
Keras embedding.

The DL based Cyber Security applications published re-
search works are estimated for the years, 2000 to Mar,
2019 and published articles for 2000-2012, 2013, 2014, 2015,
2016, 2017, 2018, and 2019 (till March) years statistics is
represented in Figure 17. It shows that the DL applications
towards Cyber Security has evolved along with the time and
the number of DL applications in Cyber Security gradually
increased over the years.

The datasets are important and plays an important role in
development of DL based Cyber Security applications. We
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Fig. 14. Statistics of the Deep learning based Cyber Security Applications.

Fig. 15. Statistics of Deep learning approach for Cyber Security Applications based on comparison with classical machine learning algorithms.

have discussed the major issues exists in the various available
datasets in detail in the above section. The datasets used in
the existing deep learning based Cyber Security application
published works are categorized based on the following;

1) Benchmark: These datasets are available publically for
research purpose. These datasets can be used for per-
formance evaluation of existing and as well as newly
introduced algorithms.

2) Collected from publicly available sources: These
datasets are collected from various publically available
sources. In most of the cases these datasets are not
publically avilable for research purpose.

3) Private: The datasets doesn’t belongs to benchmark,
collected from publically available sources and real-
time category are considered as private datasets. These
datasets are not publically available for research purpose.

4) Real-time: The datasets are collected from real-time
environment are considered as real-time datasets.

The detailed statistics of the DL application in Cyber
Security based on dataset type is shown in Figure 18. While

Fig. 16. Statistics of Deep learning approach for DGA, Email, URL and
Security log Data analysis based on comparison with NLP text representation.

most of the research works have used the benchmark datasets,
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Fig. 17. Dynamics of the Deep learning based Cyber Security Applications
per year.

Fig. 18. Statistics of Deep learning based Cyber Security Applications based
on whether the datasets are private, collected from publicly available sources
and benchmark.

few of them uses dataset which are belongs to the following
dataset categories;
• Collected from publicly available sources
• Private
• Real-time
Most importantly, the results obtained in research works

based on the benchmark datasets can be reproduced, compared
and enhanced in future. Thus, the need for benchmark datasets
is critical for advancing DL applications in Cyber Security.

XXIV. SUGGESTED HYBRID SYSTEMS FOR
ORGANIZATIONAL CYBER SECURITY

Cyber criminals are in constant improvement of their tools
and knowledge. A huge amount of data is collected from dif-
ferent sensors about user behaviors from different sources over
the Internet and these data can be processed using DL methods
to monitor and trace them in real-time. The massive amount

of data needs new tools and technologies to preprocess and
apply DL methods on them. To achieve this, highly scalable
distributed computing platform can be used. The proposed tool
can collect data in a distributed manner and use distributed
algorithms to analyze data with the aim to detect and classify
security events. This facilitates the user to know whether the
administrator has to take an action. DL architectures are used
to not only process and find patterns but also to interpret data
with the aim to find the degree of risk each threat. The tool
monitors the network and the devices which are connected
to see for variations from normal events tell you whether
those attacks actually are hitting or already compromised their
systems. The proposed model has the capability to detect an
attack is being detected. It is designed to provide organizations
with the situational awareness needed to deal with their most
pressing issues.

Based on the knowledge obtained from the surveyed papers,
we propose a general DL framework for Cyber Security
applications. This framework has multiple layer of security
with the aim to detect malicious activities more accurately. The
proposed framework is considered to be as generic as possible
and it is a hybrid of many Cyber Security modules with
the aim to meet today’s Cyber Security challenges. Primarily
the proposed DL framework contains Data collection, Data
preprocessing, DL based classification modules. In the Data
collection phase, the data samples are collected passively from
various sensors and stored in NoSQL data base. These raw
data samples were further passed into preprocessing module
which extracts important information using distributed log
parser. Finally, the information will be passed into DL based
classification module to detect and as well as classify the
malicious activities. This proposed framework is more general
to handle various Cyber Security challenges in the modern
society. This framework contains the following sub modules;

• Cyber threat situational awareness sub module based on
DNS data analysis using deep learning.

• A sub module to analyze the global BGP updates for
Cyber Security threat detection using deep learning.

• Deep learning based sub module for Spam and Phish-
ing detection using URL, Email and social media data
analysis.

• Deep learning based hybrid intrusion detection sub mod-
ule which can detect attacks at network and host level.

• Deep learning approach sub module for network traffic
analysis.

• A sub module for identification of detailed information on
the structure and behavior of the malware using malware
binary analysis using deep learning.

• Deep learning based sub module for ransomware identi-
fication.

• Deep learning and Visualization sub module for Botnet
Detection in the Internet of Things of Smart Cities.

• Deep learning based sub module for Android malware
analysis.

• Deep learning based anomaly detection sub module using
operational logs in cloud applications.

• Malware spread modeling sub module using Deep learn-
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ing and scientific computing models.
• A Casual approach with deep learning sub module for

the network anomaly detection.
• Malware visualization sub module using image process-

ing and deep learning.
• Privacy preserved deep learning sub module using block

chain technologies.
• Deep learning based Cyber Security sub module for

Cloud environment.
• Deep learning based Cyber Security sub module for fog

computing.
• Deep learning based Cyber Security sub module for

Cryptography.
• GAN based sub module for enhancement of robustness

of deep learning models in an adversarial environment.
• Reinforcement learning based sub module for enhancing

the system performance through pretraining.
An enterprise Cyber Security system composed of above

mentioned sub modules correlatively can detect attacks more
accurately and quickly can block the malicious activities
communication point between a bot and target host.

XXV. CONCLUSION

Over the last decade, Cyber Security has become an im-
portant area of research due to the explosive growth in the
number of attacks to the computers and networks. Mostly, the
existing commercial Cyber Security products in markets are
based on blacklisting and heuristics methods which completely
fail to detect new types of attacks to the computers and
networks. Later, machine learning algorithms are employed.
This has been remained as an active area of research from
the last 10 years. However, the main significant limitation
in machine learning is that, the performance implicitly relies
on feature engineering. To avoid feature engineering, deep
learning methods are employed in the last two years. Primarily
deep learning is a machine learning model which helps to learn
the hierarchical and abstract feature representation implicitly.
This has outperformed classical machine learning algorithms
in many Cyber Security applications. Recent days, employing
deep learning applications in Cyber Security is an active area
of research.

This survey paper presented a short tutorial-style description
of classical machine learning algorithms and deep learning
architectures. Further, the importance of natural language
processing (NLP), signal and image processing, and big data
analytics in Cyber Security applications is discussed. These
techniques helps to handle very large amount of datasets and
to extract important hidden features more accurately. Next, we
discussed the information of various deep learning software
libraries, major issues of existing Cyber Security solutions,
and importance of shared tasks in Cyber Security. Along with
the deep learning architecture, the importance of, explainable
AI, transfer learning, reinforcement learning and adversarial
machine learning applications in Cyber Security is discussed.
Next, the literature review of deep learning applications in
Cyber Security was carried out. The major objective and
limitations were reported while summarizing the literature

review of deep learning applications in Cyber Security. Next,
the importance of Cyber Security in emerging areas such as
Smart cities, IoT, fog computing, cloud technologies, bio-
metrics, pervasive computing is discussed. Applicability of
emerging research areas such as blockchain and casuality in
deep learning based solutions for the Cyber Security domain
is examined. Finally, the surveyed deep learning based Cyber
Security applications are summarized according to the type
of deep learning architecture, datasets used, year, type of
Cyber Security application. The statistics indicates that the
deep learning architectures related to recurrent structures is the
largely used method. This is mainly due the fact that most of
Cyber Security datasets are time series and sequence in nature.
Since most of the datasets in Cyber Security are sequence in
nature, Keras embedding is the largely employed method to
convert Cyber Security texts into numerical representations.
Most importantly few published deep learning based Cyber
Security applications have not utilized benchmark datasets
and also the results were not compared with the classical
machine learning methods. This factors do not allow for
fair comparison and results reproducibility in future. Finally,
we proposed deep learning based hybrid framework which
contains different layers of security to learn the characteristics
of malware and legitimate activities and evolves in real-time
to detect and prevent from advanced attacks. As such, this
detailed survey on deep learning applications in Cyber Security
provides an overall summary of the work which can motivate
researchers to advance the state of deep learning for Cyber
Security applications.

Attackers are continuously advancing their methods to de-
velop potential and new kind of malware which can bypass
and remain hidden from the existing anti-malware system. DL
techniques have the ability to capture clear signal from large
volume of security related data to distinguish the legitimate
and malicious activities. The various DL architectures were
introduced for each Cyber Security applications. However, the
robusteness of these methods were not discussed in an adver-
sarial environment. Recent days, attackers follow adversarial
machine learning to bypass the deep learning based models.
Thus, studying the robustness of the deep learning models in
an adversarial environment has been considered as significant
direction towards future work.

Due to limited availability of benchmark datasets, few
of the published research studies have utilized the private
datasets and the modified version of benchmark datasets.
Mostly, the private and modified version of benchmark datasets
are not publically available for further research. Thus most
of their solutions are not directly comparable. This can
lessens the research towards choosing best DL architecture.
When choosing an effective architecture several checklists
have to be considered. They are accuracy, space and time
complexity, ability to detect the new malware, easy integration
and deployment in real-time system, and robustness in an
adversarial environment. However, only few research studies
mentions all the checklists in their research study. Another
important factor to be considered is that most of the existing
DL based Cyber Security applications learning approach is
supervised. Supervised learning requires the labelled datasets
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and it is fairly expensive to collect them. Thus DL based Cyber
Security applications learning methodology is anticipated to be
at least semi-supervised and at most unsupervised. To adapt to
new attacks, DL architectures require retraining. Thus, Cyber
Security domain implicitly relies on incremental learning
and continual lifelong learning. The incremental learning and
continual lifelong learning with deep learning applications in
Cyber Security is an another significant directions towards
research in enhancement of security solutions.

Research on deep learning applications in Cyber Security
is still in its infancy stage. various good research studies are
required to identify an optimal deep learning architecture.
Shared tasks are one of the prominent way to push deep
learning applications in Cyber Security research forward and
organisation of shared tasks is anticipated to be more in
the near future. To conclude, deep learning is an important
method for all the Cyber Security applications due to the
reason that the rise of big data. The data distribution in big
data is highly non-linear, noisy and dirty. Classical machine
learning algorithms might not suffice to deal with big data
and the performance can be very lesser in all various Cyber
Security applications. Finally, we report that the deep learning
applications can be used on the Cyber Security problems
which require to learning complex non-linear hypotheses with
large number of features and high-order polynomial terms and
in domains with big data.

NOMENCLATURE

AB Ada Boost
ADMM Alternating direction method of multipliers

(ADMM)
AE Autoencoder
AI Artificial Intelligence
ANN Artificial Neural Network
BD Big data
BLSTM Bidirectional Long Short-term Memory
BoW Bag of Words
BPTT Backpropagation Through Time
BP Backpropagation
BRNN Bidirectional Recurrent Neural Network
BRS Bidirectional Recurrent Structures
CNN Convolutional Neural Network
CWRNN Clock Work Recurrent
DAE Denoising Autoencoder
DBN Deep belief network
DDoS Distributed Denial of Service
DGA Domain Generation Algorithm
DL Deep Learning
DM Data Mining
DNN Deep Neural Network
DNS Domain Name System
DoS Denial of Service
DT Decision Tree
Email Electronic mail
FFN Feed Forward Network
GAN Generative Adversarial Network
GPU Graphics Processing Unit

GRU Gated Recurrent Unit
HIDS Host Intrusion Detection
ICT Information and Communication technology
ID Intrusion Detection
IoT Internet of Things
IRNN Identity Recurrent Unit
ISP Internet service provider
KNN K Nearest Neighbour
LR Logistic Regression
LSTM Long Short-term Memory
MLP Multi-Layer Perceptron
ML Machine learning
MT Maximum Entropy
NB Navie Bayes
NIDS Network Intrusion Detection
NN Neural Network
OS Operating System
PCA Principal component analysis
RBN Restricted Boltzmann Machine
ReLU Rectified Linear Unit
RL Reinforcement Learning
RNN Recurrent Neural Network
SAE Stacked Autoencoder
SdA Stacked denoising Autoencoder
SGD Stochastic Gradient Descent
SL Supervised Learning
SVD Singular value decomposition
SVM Support Vector Machine
TDM Term document matrices
TFIDF Term frequency-Inverse document frequency

matrices
TL Transfer learning
UL Unsupervised Learning
URL Uniform Resource Locator
VAE Variational Autoencoder
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