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Abstract

Road accidents caused by human error are among

the main causes of the death in the world. Specifically, drowsiness and unconsciousness while driving are responsible for many
fatal accidents on highways. Accuracy and performance are key metrics related to many researched techniques for the detection
of drivers’ drowsiness. To improve these metrics, in this paper,

a new method based on image processing and deep learning is proposed. The proposed method is based on facial region
diagnosing using the Haar-cascade method and convolutional neural network for drowsiness probability detection. Evaluation
analysis of the proposed method on the UTA-RLDD dataset with stratified 5-fold cross-validation showed a high accuracy of
96.8% at a speed of 10 frames per second, which is higher than those that have previously been reported in the literature. For
further investigation, a custom dataset including 10 participants in different light conditions was collected. The result of all
experiments showed the great potential of the proposed method

for practical applications in intelligent transportation systems
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Abstract—Road accidents caused by human error are among
the main causes of the death in the world. Specifically, drowsiness
and unconsciousness while driving are responsible for many
fatal accidents on highways. Accuracy and performance are key
metrics related to many researched techniques for the detection
of drivers’ drowsiness. To improve these metrics, in this paper,
a new method based on image processing and deep learning
is proposed. The proposed method is based on facial region
diagnosing using the Haar-cascade method and convolutional
neural network for drowsiness probability detection. Evaluation
analysis of the proposed method on the UTA-RLDD dataset
with stratified 5-fold cross-validation showed a high accuracy of
96.8% at a speed of 10 frames per second, which is higher than
those that have previously been reported in the literature. For
further investigation, a custom dataset including 10 participants
in different light conditions was collected. The result of all
experiments showed the great potential of the proposed method
for practical applications in intelligent transportation systems.

Index Terms—Drivers’ drowsiness detection, Haar method,
Convolutional neural network, behavioral features, image pro-
cessing, computer vision, real-time classifier.

I. INTRODUCTION

WORLDWIDE, there are many fatalities due to car
accidents [1], [2], [3]. According to the AAA Traffic

Safety Foundation and NHTSA report, 37% of accidents, in
developed countries like France and Japan are caused by
drowsiness, resulting in an average of 70,000 injuries and
1,550 deaths annually [4], [5], [6], [7], [8]. The situation
even seems to be worse in some countries due to the lack
of legalization and lower technological developments [9]. Due
to the impact of drowsiness in road crashes and injuries,
numerous methods have been proposed to detect drowsiness
of drivers [10], [11], [12]. Also, one of the solutions that have
been considered in car safety is to develop intelligent driver
surveillance systems [13], [14]. To this end, smart systems for
detecting drowsiness (i.e. percentage of eye closure (PERC-
LOS), Steering Wheel Movement (SWM), Standard Deviation
of Lane Position (SDLP), etc.) have been received increasing
attention [15], [16], [17]. Depending on the drivers’ physical
conditions, vehicle movement patterns, and (or) environmental
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conditions, smart systems are categorized into three main
groups [18]: i) Physiological-based, ii) Vehicle-based and iii)
Behavior-based methods. These systems not only improve the
quality of driving successfully through automating the motors,
steering, gears, brakes, and more in ad-hoc systems [19],
[20] but also assist and alert the driver by smart detection
of accident situations, which in turn leads to a decrease in
traffic accidents [21], [22].

To date, the essential built-in automotive safety modules
including emergency brake assist systems [22], front crash
alert[23], lane departure alert [24], blind spot detection [25],
smart headlights[26], and drivers’ drowsiness detection sys-
tems [27], play a critical role in preventing road accidents
and fatal crashes. Since changes in eyes, head and face (e.g.
prolonged blinking time, slow eyelid movement, eyelids ap-
proaching or even closing eyelids, nodding, yawning, gazing,
and eye sluggish) in drowsy drivers are clearly observable,
behavior based methods could be a promising method to detect
the drowsiness using image processing techniques [28], [29].
For example, in[11], a new method for assessing drivers’
drowsiness by using yawning features has been proposed. The
system initially extracts the facial area using (support vector
machine) SVM to reduce the cost of subsequent processing.
Then the facial edges are found and analyzed using a new
edge detection technique. In [12] the authors have proposed
a fast sleepiness detection method to prevent road accidents.
The method detects the face by applying the HSI colour on
the input images. To find the position of the eyes, the Sobel
edge detector is applied, which considers the dynamic image
of the eye as eye-tracking. Afterward, it analyzes the images
to assess the close or open status of the eyes. Moreover, in
[30] the authors designed a system to detect drowsiness using
eye closure and head posture features. They first recorded
videos using a webcam, and then the participants faces and
eyes are recognized via the viola-jones method. Afterward,
the eye region is detected through Haar Classifier. Finally, in
order to determine the state of the eyes, a wavelet network
based on the neural network is applied. The system warns the
driver when the period of eye closure exceeds a predefined
threshold. In [10] the authors presented a real-time two-step
approach using deep learning. In this approach, Multi-task
Cascade Convolutional Networks (MTCCN) is first applied to
find the face location as well as five landmarks, including the
eyes, nose, and lips. These landmarks are then fed into a deep
neural network similar to AlexNet architecture to classify the
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samples into three classes of conscious, yawning, and sleepy.
Finally, in [31] the authors proposed a real-time deep learning-
based approach, that is compatible with the Android OS, to
identify drowsiness. In their study, 22 subjects from the NTHU
database are converted from video into the images and then
the Dlib library (Viola-Jones method) was applied to extract
the facial landmarks. These landmarks are then fed as input
to a multilayer perceptron with three hidden layers to detect
driver’s status (vigilant or sleepy).

There are three important factors in drivers’ drowsiness
detection: feasibility (in terms of cost, comfortably, and avail-
ability), accuracy (true detection rate, reliability), and speed
of the method. Proposing a method that satisfies all three
factors is challenging and of high importance. Since, some
of the previous methods have low accuracy and speed in
detecting drowsiness, the goal of this paper is to propose a new
method for drivers’ drowsiness detection, which is affordable,
real-time, and leads to reliable results. Our proposed method
can overcome these challenges and has high performance. It
is based on drivers’ videos captured by a camera and uses
image processing to detect drowsiness. Therefore, our method
is simple and has low overhead costs, since the system requires
only one camera to be installed inside the car. Moreover, the
reliability and accuracy of the method can be evaluated using
real data. It should be mentioned that the proposed method
uses high-speed image processing techniques, which enables
the method to detect drowsiness in real-time.

II. METHODOLOGY

A. Dataset Descriptions

The model was trained and evaluated on the UTA-RLDD
dataset [32], which is the largest public available dataset.
The UTA-RLDD dataset is stands for the University of Texas
at Arlington Real-Life Drowsiness Dataset[39]. The dataset
has a higher number of samples compared to other available
datasets. These samples can be (or are) grouped into three
classes, namely Alert, Low Vigilance, and Drowsy and consists
of 180 videos taken from 60 participants. Furthermore, these
videos socially and technically diverse:

• Nationality: 30 Indo-Aryan and Dravidian, 5 non-white
Hispanic, 8 Middle Eastern, 7 East Asian, and 10 Cau-
casian,

• Age: 60 healthy participants in the 20-59 age range from
which 50 are male and 10 are female,

• Special conditions: Wearing glasses (21 videos), with
beard or mustache (72 videos),

• Capturing condition: self-recorded videos from different
angles in such a way that both eyes are visible,

• Video duration: Each video is almost 10 minutes long,
with a frequency of fewer than 30 frames per second.

Our proposed method solves binary classification for drowsy
and alert samples. As a result, from this dataset we utilized
videos that represent alert and drowsy behaviors.

Furthermore for additional analysis, we collected a custom
dataset with the help of 10 participants, using their laptop’s
webcam, which consists of 53 alert and 69 drowsy videos.
Videos were captured in various light conditions (normal light,

Fig. 1: The overall framework of proposed method.

lack of light, very bright). To have a better variety of sleepy
faces, the participants were asked to record the sleepy videos
in three different ways:

• Closed eyes and head lean downward,
• Closed eyes with head straight,
• Yawning.

B. Drowsiness Detection Method

The proposed method for detecting drowsiness consists of
five stages:

• Converting videos to images,
• Converting RGB images to grayscale,
• Cropping face images using Haar-cascade face detection

method,
• Resizing face images,
• Feature extraction and image classification using CNN.

First we start by taking the video of a driver, and convert it
into a sequence of images. Then the images are converted into
grayscale images for further processes. In the next step, the
face of the drivers is detected using Haar-cascade method.
Finally, CNN is used as a feature extractor and classifier
to predict the possibility of drivers’ drowsiness. The overall
framework is shown in Figure1

1) Face Detection and Preprocessing: In first step, frames
of video are converted to grayscale. Then Haar-cascade, one of
the accurate, simple, and fast method for face detection [33],
is used to crop face from images. Haar cascade uses Haar-like
features to detect face landmarks such as eyes, eyebrow, and
mouth. Some of the Haar-like features are shown in Figure 1
(Haar-Cascade section). These features act as a filter sliding
across the image in order to detect specified features such as
lines, edges, etc. Each Haar-like feature resembles some parts
of the face. For example, the eyebrow is detected using an
edge detection feature because the eyebrow pixels are darker
than the pixels above the eyebrow. Each feature has a black
region and a white region, and a feature value is calculated
by: ∑

white pixels

#white pixels
−

∑
black pixels

#black pixels
(1)
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Fig. 2: Calculating Haar-like feature by subtracting the average
of pixels in black region from the average of pixels in white
region.

An example of applying a Haar-like feature is illustrated in
Figure 2. If this value is greater than a threshold, the image
has the feature. The features can be used in various scales
and sizes. Among various Haar-like features, with different
scales, and different threshold values, a weighted combination
of them is chosen using Adaboost as follows.

F (x) =
∑

αifi(x), (2)

where fi(x) are the selected features and αi are the corre-
sponding weights. AdaBoost selects the most relevant features
and discards others; thus, it reduces the computation.

In order to increase the efficiency, Haar-cascade method
focuses on the face region and discards the surrounding area.
For this aim, cascading is used. In cascade, the first feature is
checked, if the frame contains the first feature, it is passed to
the next stage otherwise it is discarded. Having found the first
feature, the cascade moves on to check the second feature, and
this procedure is repeated until it finds the features describing
the face. Using cascading technique can dramatically boost the
face detection speed.

We used OpenCV library that includes implementation of
Haar-cascade in python to extract faces from frames of videos.
In order to unify the size of the input images feeding to CNN,
and reduce the computational process, the face images resulted
from Haar-cascade are resized to 28*28.

2) The Proposed CNN: The proposed network is inspired
by LeNet architecture [34] consisting of five layers. This
network has two sets of convolution (CONV) and pooling
(POOL) layers, followed by two fully connected (FC) layers.
In the first layer, the resized face image with 28∗28 size is fed
into a CONV layer with 20 different filters of size 5 ∗ 5 with

stride 1 and zero padding. Then a ReLU function is applied
to the outputs, to eliminate the negative values as follows.

ReLU(x) =

{
x if x ≥ 0

0 otherwise
(3)

In the second stage, a max-pooling layer is applied to sub-
sample the feature map and reduce the dimension. The max-
pooling layer has a filter of size 2 ∗ 2 with stride 2. This
layer halves the size of the feature map, but keeps its depth
unchanged. So the resulting feature map has the size of
14 ∗ 14 ∗ 20. After that, a second convolutional layer with
50 different filters of size 5 ∗ 5 with stride 1 and zero
padding is used. Then a ReLU function is applied on the
outputs. Afterwards, the next max-pooling layer is applied
to subsample with a filter of size 2 ∗ 2 with stride 2. This
layer halves the size of the feature map, but keeps its depth
unchanged. Therefore, the resulting feature map has the size
7 ∗ 7 ∗ 50. At the end of the network, two fully connected
layers are used. In the first fully connected layer, there are
500 neurons. Therefore, all 2450(7∗7∗50) neurons of POOL2
output are vectorized and connected to the 500 neurons in FC1
layer. The activation function of this layer is ReLU. Finally, the
second fully connected layer consisting of two neurons is used
to classify the output into two classes of drowsy or vigilant.
The activation function of this layer is softmax σ : Rk → Rk,
where

σi(x) =
e(xi)∑k
j=1 e

xj

. (4)

Using Softmax function, it assesses the probability of a sample
data belonging to each of the two classes (drowsy/ vigilant).
A summary of proposed CNN architecture is given in TableI

TABLE I: Summary of proposed CNN architecture.

Layer Layer type Feature map Size Kernel size

1 convolution 20 28*28*20 5*5
2 pooling 20 14*14*20 2*2
3 convolution 50 14*14*50 5*5
4 pooling 50 7*7*50 2*2
5 Fully connected - 500 -
6 Fully connected - 2 -

The proposed method was implemented in Python 3.6. It
used OpenCV library for several tasks such as converting
videos to images, converting images into grayscale images,
and executing Haar-cacade for face detection. Moreover, it
used Keras library to implement the CNN classifier. Also, the
Scikit-learn library was used to evaluate the model.

III. RESULTS AND EXPERIMENTS

A. Evaluation criteria

In classification problems, the predicted results are com-
pared to the real labels. In this paper, we classify videos to
be drowsy or vigilant. The common criteria for evaluating
classification models are accuracy, precision, recall, and F1-
score, which are defined as follows:

accuracy =
TP + TN

TP + FP + TN + FN
(5)
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precision =
TP

TP + FP
(6)

recall =
TP

TP + FN
(7)

F1− score = 2 · precision · recall
precision+ recall

(8)

In the above equations True Positive (TP), False Nega-
tive(FN), False Positive (FP) and True Negative(TN) stand
for the positive samples (drowsy) that the model predicted as
positive, positive samples that the model predicted negative
(conscious) wrongly, the negative samples that the model
predicted positive and the negative samples that the model pre-
dicted negative, respectively. The accuracy of a model shows
the percentage of correctly predicted samples. The precision
denotes the fraction of correctly predicted positive samples
from the positive predicted samples, and the recall means the
ratio of real positive samples that are truly discovered by the
model. Since there is a trade off between precision and recall,
the harmonic mean of precision and recall, which is called F1-
score, is considered a more meaningful criteria than precision
and recall.

In order to evaluate and compare the proposed method, we
used stratified k-fold cross validation (STKF), a modification
of k-fold cross validation. The accuracy of the method is
assessed using stratified 5-fold cross validation. The output
images of the preprocessing phase are divided into 5 folds in
such a way that there are almost equal numbers of positive
(drowsy) and negative (vigilant) samples in each fold. In the
first iteration, the model is trained using 4 folds and tested
on the remaining fold, then in the second iteration, one of
the folds, which were previously in the train dataset is chosen
for the test dataset and the other 4-folds for the train dataset.
The procedure repeats until every fold is used once as the test
dataset. Also, it should be noted that 20% of train data were
considered as the validation data in each fold.

B. Tuning Hyper-parameters

In order to set the best hyper-parameters for the proposed
method, various settings are set as follows:

• Batch size : 64, 200, 300
• Epoch number: 15, 50, 100 , 500
• Optimizer: stochastic gradient descent (sgd), Adaptive

Moment Estimation (adam)
The performance of the model on each setting is evaluated

. The results are shown in Figure 3. According to the results,
the last setting with sgd optimizer, batch size 200 and epoch
number 500 shows significantly better accuracy than other
settings.

C. Evaluation proposed method on UTA-RLDD dataset with
5-fold STKF

In this experiment, Since the execution of the code on all
frames of each sample in the database is very time consuming,
a random frame of each video is considered as the input of the
model. Also, to evaluate the model performance with balanced
data, the accuracy of the model is assessed using stratified

Fig. 3: Accuracy for every setting of hyper-parameters. The
first row shows the type of optimizer, the second row shows
the batch size, and the last row shows the epoch number.

Fig. 4: Train and validation accuracy in each epoch.

5-fold cross validation. In each fold, there are about 152
sleepy samples and about 151 vigilant samples. The evaluation
criteria are calculated in each fold, which are presented in
Appendix 1. All of the calculated criteria on the folds are
in range 0.83 to 0.96, which shows the great performance of
the model. There is usually a trade off between recall and
precision; thus, proposing a method with high values of both
precision and recall is challenging. Nevertheless, both recall
and precision values in each fold are very high, which is an
evidence to the fine training result of the model. The average
value of accuracy, F1-score, recall, and precision are 0.918,
0.920, 0.920, and 0.928, respectively. Line graphs in Figure 4
represents how the accuracy of the training data and validation
data changes over 500 epochs. Obviously, both the accuracy of
the train and validation data have an increasing trend. As the
number of epoch increases, the accuracy of the model is raised.
In the final epochs the accuracy of the model on the validation
and train data, stabilized, which shows the completeness and
sufficiency of the training process. Moreover, the accuracy of
the model on validation data in the final epochs is near 96%,
which verifies the high accuracy and performance of the model
training.

D. Comparison of the Proposed Method with a Previously
Proposed Method

In order to further evaluate the proposed model, its per-
formance is compared to the performance of the method
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Fig. 5: Train and validation accuracy of proposed method on
custom dataset.

proposed by Reddy et. al [10]. To have a fair comparison,
all conditions must be the same. Thus, the method proposed
in [10] is implemented and executed on UTA-RLDD dataset.
Since execution of the code on all frames of each sample in the
database is very time consuming, a random frame from each
video is considered as the input of the model. The performance
of the method in [10] is evaluated using stratified 5-fold
cross validation. The results of method in [10] do not show a
significant performance comparing to our proposed method. Its
precision values are in range of 0.62 to 0.65, recall is in range
0.62 to 0.64, F1-score is in range 0.61 to 0.63, and accuracy
is in range 0.62 to 0.64. In order to compare the proposed
method with method in [10], the average of evaluation criteria
is calculated over all folds, which are presented in TableII.

TABLE II: Comparison of the proposed method with a previ-
ous method. The best result of each criteria is shown in bold.

Method Dataset Accuracy F1-score Recall Precision Speed
Proposed method UTA-RLDD 0.918 0.920 0.920 0.928 8.4 fps
Reddy et. al method[10] UTA-RLDD 0.63 0.625 0.632 0.635 2.4 fps

From the result of Table II it can be seen that the pro-
posed method significantly outperforms method in [10]. Our
proposed method improves accuracy, F1-score, recall and
precision up to 0.288, 0.295, 0.288, and 0.293, respectively.
Moreover, the proposed method processes each video at a
speed of 8.4 frames per second, which is faster than method
in [10]. Both methods were executed on the system with
CPU Intel core i5, 2.60GHz ∗ 4, 8 GB memory and
Ubuntu 16.04 LTS operating system.

E. Evaluation on Custom Dataset

In addition to further investigate the proposed method,
it was executed on a custom dataset. Having applied the
preprocessing phase on the custom dataset videos, it yields
200 frames of alert participants and 200 frames of sleepy
participants. These 400 frames were split into 80% for train
and 20% for test. Also, 20% of the train data were considered
as validation data. The accuracy value on train and validation
sets in each epoch is shown in Figure 5. The accuracy has an
increasing trend in both validation and train sets. After having

finished the learning procedure through 500 epochs, the final
accuracy was 86% on the train set, 70% on the validation set
and 76% on test set. The high accuracy of the model on the
custom dataset suggests the efficiency of the model on the data
collected using the webcam and its ability in handling various
light conditions.

(a) Performance of the model in an alert frame

(b) Performance of the model in a frame with closed eye

(c) Performance of the model in a yawning frame

Fig. 6: Performance of the model in various facial expression

Figure 6 shows some samples of the output of model in
various facial expression. The rectangle boxes specify the face
position, which are the output of Haar-cacade. The drowsiness
score is placed in the bottom of frame, which is calculated by
the CNN. An alert person is shown in Figure 6a that leads
to low value of drowsiness score. By revealing drowsiness
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symptoms, such as yawning, eye closure, glaring and other
clues, the drowsiness score increases. An example of model
performance on a person with closed eyes and yawning is
shown in Figures 6b, and 6c, respectively. It is obvious that
the drowsiness score in sleepy samples is higher than the alert
sample.

IV. CONCLUSION

In this paper, we proposed a real-time method using image
processing and deep learning techniques, which can detect the
drivers’ drowsiness fast and accurately. The proposed method
consists of five stages. It takes the video of a driver, and
convert it to images. Then the RGB images are converted
to grayscale for further processes. The face of the driver
is detected using Haar-cascade method and cropped from
images. Afterwards, the size of the face image is reduced.
Finally, a CNN is used as a feature extractor and classifier
to predict the probability of drivers’ drowsiness. LeNet is
a simple convolutional neural network that according to our
researches has not been used for drowsiness detection so far.
The architecture of the CNN is inspired by LeNet architecture
and implemented using Keras library in python. The eval-
uation of the model using stratified 5-fold cross validation
on UTA-RLDD, shows that the model achieves high values
of evaluation criteria with average accuracy, precision, recall,
and F1-score of 0.918, 0.928, 0.920, and 0.920, respectively.
Moreover, we presented comparison result with a previous
method an we showed that it can outperforms this. In addition,
a custom dataset was used and we showed that our method
achieved 86% accuracy on the train set, 70% on the validation
set and 76% on test set. In conclusion, we believe that our
method has great potential in practical applications and can
contribute if implemented to the reduction of accidents on
roads and increase the safety in intelligence transportation
systems. For future works, higher socio and technical diversity
could increase further the performance on this method.

ACKNOWLEDGMENT

The authors would like to thank...

REFERENCES

[1] B. Sharma, “Road traffic injuries: a major global public health crisis,”
Public health, vol. 122, no. 12, pp. 1399–1406, 2008.

[2] B. P. Hughes, A. Anund, and T. Falkmer, “A comprehensive conceptual
framework for road safety strategies,” Accident Analysis & Prevention,
vol. 90, pp. 13–28, 2016.

[3] F. Wegman, “The future of road safety: A worldwide perspective,” IATSS
research, vol. 40, no. 2, pp. 66–71, 2017.

[4] NHTSA. Drowsy driving nhtsa reports. [Online]. Available:
https://www.nhtsa.gov/risky-driving/drowsy-driving.

[5] R. R. Knipling and J.-S. Wang, Crashes and fatalities related to driver
drowsiness/fatigue. National Highway Traffic Safety Administration
Washington, DC, 1994.

[6] D. Tilley, C. Erwin, and D. Gianturco, “Drowsiness and driving: Prelim-
inary report of a population survey. paper no. 73012 1,” in International
Automotive Engineering Congress, Detroit, MI, 1973.

[7] Y. Seko, “Present technological status of detecting drowsy driving
patterns,” Journal of JSAE, vol. 38, no. 5, pp. 547–554, 1984.

[8] S. Planque, C. Petit, and D. Chapeau, “A system for identifying lapses
of alertness when driving,” Renault Paper, 1991.

[9] A. Eskandarian and R. A. Sayed, “Analysis of driver impairment, fatigue,
and drowsiness and an unobtrusive vehicle-based detection scheme,” in
Proc. 1st Int. Conf. Traffic Accidents, 2005, pp. 35–49.

[10] B. Reddy, Y.-H. Kim, S. Yun, C. Seo, and J. Jang, “Real-time driver
drowsiness detection for embedded system using model compression
of deep neural networks,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition Workshops, 2017, pp. 121–
128.

[11] N. Alioua, A. Amine, M. Rziza, and D. Aboutajdine, “Drivers fatigue
and drowsiness detection to reduce traffic accidents on road,” in In-
ternational Conference on Computer Analysis of Images and Patterns.
Springer, 2011, pp. 397–404.

[12] W.-B. Horng, C.-Y. Chen, J.-W. Peng, and C.-H. Chen, “Improvements
of driver fatigue detection system based on eye tracking and dynamic
template matching,” WSEAS Transactions on Information Science and
Applications, vol. 9, no. 1, 2012.

[13] G. Sasikala and V. R. Kumar, “Development of advanced driver assis-
tance system using intelligent surveillance,” in International Conference
on Computer Networks and Communication Technologies. Springer,
2019, pp. 991–1003.

[14] G. T. S. Ho, Y. P. Tsang, C. H. Wu, W. H. Wong, and K. L. Choy,
“A computer vision-based roadside occupation surveillance system for
intelligent transport in smart cities,” Sensors, vol. 19, no. 8, p. 1796,
2019.

[15] A. Sahfutri, N. L. Husni, M. Nawawi, I. Lutfi, A. Silvia, E. Prihatini
et al., “Smart parking using wireless sensor network system,” in 2018
International Conference on Electrical Engineering and Computer Sci-
ence (ICECOS). IEEE, 2018, pp. 117–122.

[16] C. S. Baidal, D. S. Salazar, V. S. Padilla, R. L. Estrada, and N. X.
Arreaga, “Design of a wireless sensor network to detect car accidents on
highways,” in 2018 International Symposium on Networks, Computers
and Communications (ISNCC). IEEE, 2018, pp. 1–6.

[17] C. Yuan, L. Fei, C. Jianxin, and J. Wei, “A smart parking system
using wifi and wireless sensor network,” in 2016 IEEE International
Conference on Consumer Electronics-Taiwan (ICCE-TW). IEEE, 2016,
pp. 1–2.

[18] Y. Dong, Z. Hu, K. Uchimura, and N. Murayama, “Driver inattention
monitoring system for intelligent vehicles: A review,” IEEE transactions
on intelligent transportation systems, vol. 12, no. 2, pp. 596–614, 2010.

[19] R. R. Chaudhari, N. Choudhari, and M. P. Gawande, “Vanet based
wireless sensor network using zigbee technology,” 2018.

[20] S. Manvi, M. Kakkasageri, and J. Pitt, “Multiagent based information
dissemination in vehicular ad hoc networks,” Mobile Information Sys-
tems, vol. 5, no. 4, pp. 363–389, 2009.

[21] A. Shubham, K. Deogharia, A. Bundela, A. Chaturvedi, L. Sharma,
S. Srivastava, and A. Kshitij, “Smart emergency response system for
road accidents with automatic accident detection,” 2019.

[22] S. S. Suthar, S. Tyagi, and S. Purohit, “Smart braking systems: A
review,” JETIR 24-26, 2019.

[23] C. Wang, Q. Sun, Z. Li, H. Zhang, and R. Fu, “A forward collision warn-
ing system based on self-learning algorithm of driver characteristics,”
Journal of Intelligent & Fuzzy Systems, vol. 38, no. 2, pp. 1519–1530,
2020.

[24] Q. Gao, H. Yin, and W. Zhang, “Lane departure warning mechanism
of limited false alarm rate using extreme learning residual network and
-greedy lstm,” Sensors, vol. 20, no. 3, p. 644, 2020.

[25] M. R. Park, J. H. Kim, B. E. Lee, H. D. Yang, and K. H. Park, “Blind
spot detection module,” Jun. 27 2019, uS Patent App. 16/289,073.

[26] B. Al-Subhi, F. N. Hasoon, H. A. Fadhil, S. Manic, and R. Biju, “Smart
vehicle headlights control system,” in AIP Conference Proceedings, vol.
2137, no. 1. AIP Publishing LLC, 2019, p. 030001.

[27] J. Anitha, G. Mani, and K. V. Rao, “Driver drowsiness detection using
viola jones algorithm,” in Smart Intelligent Computing and Applications.
Springer, 2020, pp. 583–592.

[28] B. G. Pratama, I. Ardiyanto, and T. B. Adji, “A review on driver
drowsiness based on image, bio-signal, and driver behavior,” in 2017 3rd
International Conference on Science and Technology-Computer (ICST).
IEEE, 2017, pp. 70–75.

[29] H.-B. Kang, “Various approaches for driver and driving behavior moni-
toring: A review,” in Proceedings of the IEEE International Conference
on Computer Vision Workshops, 2013, pp. 616–623.

[30] I. Teyeb, O. Jemai, M. Zaied, and C. B. Amar, “A drowsy driver
detection system based on a new method of head posture estimation,”
in International Conference on Intelligent Data Engineering and Auto-
mated Learning. Springer, 2014, pp. 362–369.

[31] R. Jabbar, K. Al-Khalifa, M. Kharbeche, W. Alhajyaseen, M. Jafari, and
S. Jiang, “Real-time driver drowsiness detection for android application



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 7

using deep neural networks techniques,” Procedia computer science, vol.
130, pp. 400–407, 2018.

[32] R. Ghoddoosian, M. Galib, and V. Athitsos, “A realistic dataset and
baseline temporal model for early drowsiness detection,” in Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition
Workshops, 2019, pp. 0–0.

[33] C. P. Papageorgiou, M. Oren, and T. Poggio, “A general framework for
object detection,” in Sixth International Conference on Computer Vision
(IEEE Cat. No. 98CH36271). IEEE, 1998, pp. 555–562.

[34] Y. LeCun, L. Bottou, Y. Bengio et al., “Lenet-5, convolutional neural
networks (2015),” Retrieved June, vol. 1, 2016.

REZA MOHAMMADI TAMANANI received
MEng degree in Engineering Systems and Com-
puting from university of Guelph, Canada in 2020.
His current research interests includes deep learning,
machine learning, computer vision and intelligent
transportation.

RADU MURESAN received the M.A.Sc. and Ph.D.
degrees from the University of Waterloo, Canada,
in 2001 and 2003, respectively, all in electrical and
computer engineering. He is currently and Associate
Professor with the Engineering Department, Univer-
sity of Guelph, Canada. His current research inter-
ests include VLSI design, system on chip design,
security, and intelligent embedded systems design.
In the area of security, he studies the integration of
highly secure cryptographic components into intelli-
gent embedded systems. Specifically, the design and

integration of on-chip countermeasure circuits against side-channel attacks,
physically uncloanable function modules, and chaotic ciphers. He is an
Ontario P.Eng. and a member of the IEEE Circuits and System Society, the
IEEE Solid-State Circuits Society, and ACM organizations.

ARAFAT AL DWEIK received the B.Sc. degree
in telecommunication engineering from Yarmouk
University, Jordan, in 1994, and the M.S. (summa
cum laude) and Ph.D. (magna cum laude) degrees
in electrical engineering from Cleveland State Uni-
versity, Cleveland OH, USA, in 1998 and 2001,
respectively. He was with Efficient Channel Coding
Inc., Cleveland, from 1999 to 2001, where he was
a Research and Development Engineer involved in
advanced modulation, coding, and synchronization
techniques. From 2001 to 2003, he was the Head

of the Department of Information Technology, Arab American University,
Palestine. From 2003 to 2012, he was with the Communications Engineering
Department, Khalifa University, United Arab Emirates. He joined the Uni-
versity of Guelph, Guelph, ON, Canada, as an Associate Professor, from
2013 to 2014. He has been a Visiting Research Fellow with the School
of Electrical, Electronic and Computer Engineering, Newcastle University,
Newcastle upon Tyne, U.K., since 2006. He is currently a Research Professor
and a Member of the School of Graduate Studies, Western University, London,
ON, Canada. He has authored over 110 published articles and five issued U.S.
patents. He has received several research awards and was a recipient of the
Fulbright Scholarship. He has extensive editorial experience, where he serves
as an Associate Editor for the IEEE TRANSACTIONS ON VEHICULAR
TECHNOLOGY and IET Communications.


