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Abstract

The pandemic such as SARS or Covid-19 have impact to safety human life while it still loss many people deaded and currently
continue losing many human-life all around the world. Hence, we need solutions to reduce the impact of these pandemic.

In this paper, we propose the people of points for robust human-robot interaction methodologies in order to increasing the

interaction. Namely, we use the deep learning method to extract the learning features.
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Abstract— The pandemic such as SARS or Covid-19 have
impact to safety human life while it still loss many people
deaded and currently continue losing many human-life all
around the world. Hence, we need solutions to reduce the
impact of these pandemic. In this paper, we propose the people
of points for robust human-robot interaction methodologies in
order to increasing the interaction. Namely, we use the deep
learning method to extract the learning features.

I. INTRODUCTION

Era of resolution of Robust Human-Machine Interaction is
currently the challenge where there are many pandemics such
as Severe acute respiratory syndrome (SARS) or Coronavirus
disease 2019 (COVID-19). The impact of Covid-19 We are
currently development the robust human-robot interaction.
There are many applications potentially in human-robot
interaction, such as detect action real-time (or video, image,
etc ) activities negative impact into children.

There are currently limited performance of speed and ac-
curacy [1]. Recently, its approach can carry out the flexible or
mobility based on human-robot interaction. Specifically, we
use the transfer learning to make the robust deep learning and
explainable [9], [1], [2], [4], [6] based on object detection.
We also try to implement the hand data set for tracking
system.

II. APPROACH: PEOPLE AS POINTS

Consider input image I(z) € RW>*H>3 where W, H as
size of width and height accordingly, and x as number of
input image. Robot will be a key potential replacing human-
human interaction in near future. Where Recent research [1]
The bounding box of human k according the category cj can
be formalized: [x(k), y(k), (k), y(k)] then its center point is
lie at py to be determined:
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After that it’s used the keypoint estimation Y to predict
the people center points. Moreover, we need to recursive the
people size sy:
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Fig. 1: People as Points: Architecture Frame
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We use a single size prediction SeREX

For feature representation, we use the Deep Layer Aggre-
gation Network [8] to extract the feature selections. It’s used
to add the deconvolutional and deformable convolutional
neural network.

Loss function is one of most important factors, where we
can defined an efficiency way to learn the parameters. In this
case, we use L1 loss function at the center point

szze = 37 Z |Spk - Sk:‘ (3)
The training objective formahzed (illustrated Figure 4):

ETotalLoss = Ek + )\sizeﬁsize + )\off‘coff (4)
Where Lg;.. as £1 Norm Offset Loss show by:
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and £, formalized:
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For pose estimation we use key-point skeleton recognition
by using transfer learning from objects of points [3], [4]. It’s
used Deep Layer Aggregation [7] to train. We use PC high
performance to training it according to configuration: 32GB
RAM, GTX NVIDIA 2070, i7 to do experiments.

To test the hand tracking we use the our



Fig. 3: Real-time Face Detection: LEFT - Image Face De-
tection; CENTER - Image Multi-Face Detection; RIGHT -
Real-Time Camera Detection
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Fig. 4: Training Parameters

A. Real-Time Face Detection

(illustrated Figure 3)Face Detection for Human-Robot
Interaction is setups the same with experience in [1], [2].
It’s tested as one class for only face detection.

We use crashed images by ourselves for face detection.
We use the Intersection of Union (IOU) to do two regular
tasks in object detection, segmentation, and tracking.

B. Hand Pose Estimation

We use CMU Panoptic Dataset [8] for Hand Pose Esti-
mation, the network which we use is Deep Layer Aggre-
gation(DLA) [7] instead of ResNet [1], [6], [9] for image
classification since DLA achieves better performance with
fewer parameters. The average accuracy after 30 epochs of
training is 30(percent), only when the hand is at far distance,
if the hand is too close, the model can’t predict since there’s
no data relate to close hand pose detection. The input shape
for DLA network is 128 x 128 and with the output shape of
1 after the network. The result shows at Figure 2

III. CONCLUSIONS

In conclusion, we propose the robust human-robot interac-
tion based on transforming the multiple objects to multiple
points. It illustrates enough for robust do simple tasks in
learning and adaptive in localization and prediction in object
detection and segmentation based on bounding boxes and
pose of human hand estimation.
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