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Abstract

This paper includes an approach to summarize energy systems of countries worldwide in energy system archetypes. These

archetypes are generated by a clustering algorithm and modeled in an energy system optimization model by standardized rules.

The results show that archetypes provide an opportunity to compare decarbonization pathways of different countries on a global

level. Furthermore, they can be used to simplify data collection and elaborate the potential of new technologies in different

energy systems.
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Abstract:  
Energy system models help to find the optimal technology mixes for decarbonization strategies in 

countries worldwide. To reduce the modeling effort and analyze as many countries as possible, 

this paper proposes a novel approach of energy system archetypes which can be directly evaluated. 

These archetypes classify similar countries worldwide independently from their geographic 

location. Advantages of this idea are the setup of a transferable global database allowing for data 

reconstruction between countries, market size estimations, and the ability to compare peer 

countries facing similar challenges. To enable such modeling, a framework is developed in which 

the archetypes are defined, standardized modeling rules are developed, and the results are 

evaluated for validation. As a result, the presented clustering method improves a country 

classification by 44% compared to a pure geographic classification. The modeling results state the 

importance of balancing technologies for the daily cycle of photovoltaic generation and the 

importance of flexibility in future decarbonized energy systems. Overall, the results confirm that 

archetypes are an adequate approach to derive the set of solutions for the decarbonization of 

worldwide countries.    

Keywords:  
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1. Introduction 

1.1  Motivation  

Climate change is a major challenge which is currently faced by countries around the world. In the Paris 

Agreement, which was adopted during the 21st Conference of the Parties (COP21), all nations agreed on 

the common goal to keep the temperature rise below 2 degrees and preferably below 1.5 degrees Celsius 

above pre-industrial level [1].  

Four years later, a report published by the “United Nations Environment Programme” indicates that 

global emissions have been rising by around 1.5% per year during the last decade. This trend can be 

attributed mostly to CO2 emissions from energy sector and industry which rose by 2% in 2018 alone. 

As a result, the report emphasizes the importance of decarbonizing the energy sector and electrifying 

end uses for a successful transition to a low carbon society [2]. Current policies and national determined 

contributions (NDC) are clearly not enough to meet these ranges. Consequently, these policies must be 

continuously analyzed worldwide to reach the agreed goals of the Paris Agreement.  

Since there is no global “one-fits-all” solution to determine the decarbonization pathways of all countries 

to reach the climate goals, a more detailed analysis of this transition and the required technologies is 

necessary. Modeling the energy system can support this analysis so that the current state of the energy 

system as well as general conditions within a country, such as renewable supply conditions or the 

availability of resources, can be considered. Furthermore, the future energy mix and selection of 

technologies for certain scenarios, as e.g. a decarbonization scenario, can be analyzed by such models.  

Taking models as means to tackle the global decarbonization challenge, its application on as many UN 

member states as possible leads to two questions: How can as many countries as possible be modeled in 

mailto:martin.kueppers@siemens.com


 

2 

a comparable and transferable way if their current energy systems are different? Can similarities between 

countries help to anticipate future developments, e.g. regarding their status on a decarbonization 

pathway or with respect to favored future technologies? This paper aims at answering those two major 

questions by finding a standardized modeling approach and apply it to an energy system model. 

1.2  Analysis of energy system models with global application 

In general, there are various energy system models available which focus on different applications, 

scales of energy systems or degrees of details. Some review articles cover the broad range of available 

energy system models [3-6], while others focus on specific model classes as agent-based models [7] or 

statistical models [8].  

Concerning the topic of analyzing national energy systems regarding their medium- and long-term 

development strategies, the model class of energy system optimization models is often used in the 

mentioned reviews [3-6]. It is also suitable to support political decision processes [3] for 

decarbonization. Therefore, this model class is selected for our application. A few studies focus on this 

model class and its characteristics in more detail: [3] elaborates, why this class is suitable for national 

decarbonization strategies, [4] describes the combination of an optimization model with a scenario and 

an operational power simulation model, and [5] compares the advantages of an optimization model with 

a detailed power system model. While the three mentioned articles either compare many different 

models in the defined class or the differences with similar model classes, [6] focuses on the general 

description of such a model. Therein the advantages of doing holistic energy system analyses including 

multiple sectors are explained, different criteria which must be considered for modeling are named and 

a typical mathematical problem formulation is provided.  

 

Figure 1. General structure of the energy system modeling process adapted from [9] 

All optimization models focusing on a national level have a similar modeling process, which is described 

in Figure 1. The four major steps are collecting the input data, the model itself, generating raw output 

data, and the interpretation of results [9]. Concerning the model itself as the central part of this process, 

frequently mentioned models in the above described class are MESSAGE, TIMES or OSeMOSYS [3-

5,10,11]. Nevertheless, the model is not the only part of the modeling process. The input data must be 

gathered and processed to be applicable in the model, which is considered a big challenge [6, 12].  

Since the goal is to analyze the decarbonization transitions of as many UN countries as possible, both, 

the model and the input data, are required to be globally applicable and available on a comparable basis. 

Comparing the three above mentioned models, all have been applied in global models [13-15]. In [16], 

global pathways are analyzed to evaluate the feasibility of a global power grid, and in [17,18] an energy 

system model is applied to model a decarbonization transition in a detailed level. However, all the above-

mentioned studies aggregate or disaggregate the data based on their geographic location. They assume 

that countries in the same geographic region have similar energy systems which is not necessarily the 

case. In order to separate the idea of analyzing countries in a global context from the continent, sub-

continent or region they are located, the idea of energy system archetypes was introduced [19]. Thereby, 

the characteristics of each country and similarities between countries can be analyzed, such as the 

difference between a country like Norway, which is dominated by hydropower generation, and Saudi-

Arabia, whose energy system is dominated by oil and gas [20,21]. In [22], this archetype concept is 

described as follows: “Archetype analysis investigates recurrent patterns of the phenomenon of interest 

at an intermediate level of abstraction to identify multiple models that explain the phenomenon under 

particular conditions”. This idea is further pursued in the present paper by extending the archetypes 

generated in [19] and applying them in an energy system model. The archetypes in general and the 

results of their application in an energy system model have several advantages: 



 

3 

- For modelers: data can be transferred between similar countries in case of lack of data. The data 

just needs to be scaled by predefined factors. This allows for a transferrable database.  

- For policy makers: the similarity of different countries can be analyzed in the current system as 

well as when comparing future decarbonization pathways. Consequently, policies can be 

designed based on this comparison, e.g. promoting further renewable energy sources. 

- For technology providers: the potential of certain technologies can be estimated with a simple 

first analysis allowing for an initial market potential study. The most interesting countries can 

later be assessed in a more detailed manner.  

The idea of summarizing countries by considering different characteristics has already been applied to 

energy-specific topics. By comparing nine categories which describe the energy productivity, [23] 

analyzes 39 countries and builds three clusters with a K-means clustering algorithm. Another clustering 

approach, a model-based clustering, is applied in [24] to the countries in the European Union evaluating 

their historical development of the energy mix. [25] uses 59 indicators to cluster 11,131 municipalities 

within Germany as a preparation to model decentral energy systems using the Ward’s method. In [26] 

countries are not directly clustered, but typical countries that describe different types of energy systems 

are analyzed. The countries are selected according to their power system transformation process by 

considering different phases, general conditions, and policy measures. In general, the idea of global 

energy system archetypes has already been published before in [27]. These archetypes were generated 

by a qualitative hierarchical analysis of 40 countries in 5 different classes. Summarizing all mentioned 

sources, there is no quantitative approach, which describes the energy system of a country and which 

can be applied to all UN member countries globally in a bottom-up approach, grouping countries to 

archetypes. Furthermore, the link to an energy system model and the standardized evaluation of its 

results are also missing in the analyses conducted so far. The generated archetypes can be “understood 

as mental representations of relationships between attributes and processes that characterize systems” 

[28]. 

1.3  Goals 

Summarizing the presented idea, the goal of our approach in this paper is to determine challenges and 

technological solutions in the global decarbonization process by modeling energy system archetypes. 

The archetypes must be defined in a first step by a classification methodology which summarizes 

countries worldwide independent from their geographic location. For validation purposes, the modeling 

results of the archetype can be compared to country results to analyze, how well these countries are 

represented by its archetype in the energy system model. 

In section 2, the overall framework for the archetype assessment is presented by describing each step of 

the process. Subsequently in section 3, the results are presented for each step. Finally, the conclusions 

and learnings during the modeling process are outlined in section 4. Therein, the suitability of energy 

system archetypes to summarize country energy systems and analyze their decarbonization strategies is 

assessed.  

2. Methodology 
In the following section, the framework which is used to generate, model and analyze the energy system 

archetypes is described. Based on the modeling phases described in Figure 1, Figure 2 provides an 

overview of the overall framework. The three methodological steps are described in section 2.1, 2.2, and 

2.3 accordingly. 
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Figure 2. Overview developed framework for archetype generation and application to energy system model 

The process starts with the collection of raw data. In our application, the raw data is required to be a 

worldwide database on country level for as many categories as possible. The energy system of a country 

can not only be characterized by energy-related data as it is also influenced by socio-economic and 

geographical characteristics [26]. Consequently, the database consists of these three categories. In these 

categories, data is collected for all 193 UN member countries. A more detailed description of the data 

acquisition and criteria for the selection of sources can be found in [19].  

In the data processing step, the database is used as a basis for the clustering algorithm (see section 2.1) 

to generate the energy system archetypes. In parallel, it can also be used to derive country information 

directly. Both, the archetype and the country data, can be processed to set up an energy system model. 

Therefore, standardized modeling assumptions and rules are needed (see section 2.2). A linear 

optimization algorithm minimizing the overall system costs is applied in these models to achieve a cost-

effective decarbonization pathway [6].  

The Energy System Development Plan (ESDP) solves this problem and simultaneously optimizes the 

operation schedule and capacities of the energy system [29]. It uses a multi-modal energy approach, 

meaning that coupling between different energy sectors can be modeled. The model is applied to find 

the optimal system for a target year while also considering operation costs and determining the ideal 

dispatch schedule. To completely define the optimization problem, the evaluated technologies must be 

specified by technical and financial assumptions. A more detailed description of the model can be found 

in [30].  

In the modeling process, the archetype model is the major focus of this paper. Additionally, the country 

model can be used for validation purposes: the modeling rules can be validated by a test of historical 

data and the archetypes can be validated by comparing the modeling results of a selected archetype with 

the results of countries within this archetype. For both, the country and the archetype model, the same 

modeling rules are applied. This step is performed in section 2.3 by gathering the raw results in a 

standardized way and processing the results. Finally, in the interpretation phase, patterns and 

conclusions are derived based on the modeling results. 

2.1  Archetype definition 

For the methodological characterization of archetypes, there are three required steps defined and 

described in [28]: (1) a set of attributes, (2) a mathematical model, and (3) a definition of the domain, 

in which the archetypes are valid. In the following sections these steps are described applied to the 

energy system context. A more detailed description of the applied process, including a formulation of 

the mathematical problem, can be found in [19]. 
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2.1.1 Set of attributes – Selection of data categories from database 

Although the database consists of many data categories, only the most relevant ones are selected as 

variables to describe the energy system of a country. In short, the four most important selection criteria 

are: (1) variables must not be duplicate or similar, (2) variables need to be comparable, (3) variables 

must be available for at least 85% of the UN countries and (4) variables must be comparative or 

normalized [19]. Additionally, data which is directly needed for the setup of an energy system model 

must also be included in the clustering. Overall, the selected variables should respect all elements of an 

energy system by also taking socio-economic and climatic / geographic data into account [26].  

2.1.2 Mathematical model – clustering algorithm 

Cluster analysis is mentioned as a suitable methodology to classify data into archetypes [28]. Clustering 

methods are in general applied to compress data from a large dataset into simplified statements [31]. 

Therefore, we chose a clustering method to generate the energy system archetypes.  

To determine an appropriate clustering method, the following criteria must be met: the methodology 

must handle large datasets, directly assign each country to one cluster and consider all data categories 

bottom-up and simultaneously. The K-means algorithm is chosen, as it complies with the defined criteria 

[31]. This algorithm has also already proven to be suitable for the classification of countries by clustering 

different categories [23] and is also mentioned as a suitable algorithm to generate archetypes [28].  

In order to generate reasonable and stable results, the standard K-means algorithm is extended through 

the addition several features, whose suitability have already been proven in general reviews and other 

applications [31,32]: 

• The data categories are all normalized into a range of [0,1] before starting the clustering. 

• The initial partition of K-means, which is decisive for the result, is improved by the K-

means++ approach [33]. 

• The algorithm is repeated iteratively so that the final clustering result, which is generated 

heuristically, is chosen from the best solution found in all iterations.  

Another decisive criterion when applying K-means is the number of clusters K. Both, literature about 

cluster analysis and about archetype generation, state that there is no general approach to determine the 

number of clusters [28,31]. While the improvement of the Euclidean distance within the clusters is a 

good criterion to consider, the number of clusters also depends on the application of the clusters. Next 

to the data-driven distance analysis, we also considered other studies which summarize countries 

globally for energy system models [19]. Lastly, the number of clusters and thereby the number of 

archetypes depends on their purpose: the ability to represent selected countries in the context of energy 

system followed by the application to an energy system model. Generating archetypes which are still 

explainable and manageable, while also reflecting the variety of input parameters for a reasonable 

application in an energy system model, is the overall challenge when determining the optimal number 

of clusters K.  

2.1.3 Domain of validity – validation and benchmark process 

The third step of archetype generation is defining the domain of validity. Our energy system archetypes 

are valid to describe countries by using data which characterizes their energy system. The archetypes 

are expected to be a better approach in summarizing countries regarding their energy system than a 

simple geographic classification.  

To prove this hypothesis, a benchmark is performed after the clustering. The pure geographic 

classification in different studies is evaluated and compared to the clustering results. For this 

comparison, the average value of every clustered data category is calculated for each geographic region. 

Consequently, the Euclidean distance of every country within the geographic region to the average value 

is determined. By using the same distance measure as the clustering algorithm, this leads to a 

performance value which is comparable to the distances from the countries to the cluster centers of the 
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archetype. By comparing the distances of the clusters with the geographic classification, the plausibility 

of the clustering approach can be verified.  

Since the archetypes are generated based on historical data, the energy system model anticipating a 

decarbonization transition for the future is not expected to be in the full domain of validity of archetypes 

which is determined by the clustering algorithm. For this reason, not all countries within the same 

archetype may well favor the same technologies in the future. Nevertheless, the correlation can be 

analyzed by comparing the model results of selected archetypes and its countries.  

2.2  Automated model setup 

The process of developing an automated model setup can be split in three sub-categories: general 

technological and economic assumptions, detailed modeling assumptions, and time series definition.  

The assumptions applied in the final modeling will be presented in the next sections of this chapter. 

More detailed information about the assumptions can be found in [34]. In general, the archetype models 

are generated by using the clustering results. Since many data categories cannot be compared in absolute 

values and are normalized for the clustering, a scaling process is necessary. The scaling is executed by 

using the mean population of all countries within an archetype. One big advantage of the presented 

method is that all other categories can be derived from this value. This relation makes it easy and fast to 

set up models, even for countries which do not provide much data. For the time series, lead countries 

are selected. These countries are the most similar countries to the archetype, indicated by the closest 

distance to the cluster centers.  

2.2.1 General technological and economic assumptions 

Technologies  

As a first step, we focus on modeling the electricity sector which is decisive for the decarbonization due 

to the increasing electrification in other sectors [2]. Therefore, all storage technologies are re-converted 

to electricity. An overview of all technologies is provided in Figure 3.  

 

Figure 3. Overview setup of the energy system model 

For the techno-economic analysis, the efficiency of the conversion processes and operation costs for the 

different technologies are taken from the Energy Technology Reference Indicator (ETRI) [35]. ETRI is 

chosen since it contains a broad range of technology parameters for many modeled technologies in one 

source which is necessary for a comparable model setup. If more than one power plant type is aggregated 

into one category, the average of them is taken. For some technologies, other sources are necessary, 

such as the information for nuclear, biomass, and the electrolyzer for hydrogen storage [36,37].  
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With regards to the commodities, they are either imported or extracted locally, as no exports are 

considered during the modelling process. In our approach, only one archetype is modeled at the same 

time. The trade of commodities could be further evaluated when modeling two archetypes in parallel 

and interconnecting these models. The electric grid losses are based on the current percentage they 

represent of the energy generation and maintained constant throughout the modeling time frame as no 

information of grid updates is available for each country. A reduction of the grid losses would affect 

mostly countries with a low GDP and reduce their energy demand by around 5-10% [38].  

Fuel Prices  

To facilitate the interpretation of results, fuel prices are assumed to be constant in time. They are mostly 

based on [39] while lignite prices are derived from [40]. Evaluating the specific costs of fossil fuels, the 

cheapest technology is lignite exploration, followed by hard coal exploration, hard coal import, uranium, 

gas exploration, gas import, oil exploration and oil import.  

2.2.2 Detailed modeling assumptions 

The development of a standardized approach requires to develop rules that take certain characteristics 

within an archetype and extend them to a general modeling parameter. The most relevant parameters 

will be discussed in this section. These can be divided in the base model assumptions, which are 

implemented for an accurate modeling of the present and future scenario. These are necessary to 

determine the transition pathways for decarbonization. Any of the following assumptions and model 

simplifications – just like any simplification – can be discussed. The set of simplifications presented 

here is the result of an intensive and iterative modelling effort on many energy systems worldwide. 

Base modeling assumptions  

Establishment of minimum full load hours: To model a realistic dispatch of power plants, considering 

outages, linkage to the heating sector, and transmission constraints, minimum full load hours are 

specified for gas, oil, and coal power plants. The minimum full load hours chosen for each archetype 

are defined by a global data analysis: based on historical data the generation of the mentioned 

technologies is calculated for each archetype and then assigned to its model.  

Decommissioning of power plants: The aggregation of installed capacities into one technology 

category impedes the assignment of a construction year to a certain amount of capacity. To model the 

decommissioning of power plants, a linear approximation with constant slope is introduced. This slope 

is calculated individually for each technology by the installed capacity and the technical lifetime.  

Future scenario definition 

Electricity demand growth: In this modeling approach, economic and population growth determines 

the future energy demand of a country. The GDP for the target year is calculated by the growth rate per 

year which is a clustering result [34]. Using the correlation between GPD and energy intensity in [41], 

it is possible to determine the energy intensity per capita for 2050 by equation (1). When determining 

the absolute values, the projected population is used to determine the total electricity consumption for 

the country or archetype. Applying this formula, the archetypes differ in their projected GDP, but the 

factors a, b, and c are constant.  

𝐸𝑐𝑎𝑝
2050 = 𝑎 ∙ (𝑒𝑏∗𝐺𝐷𝑃𝑐𝑎𝑝

2050
− 𝑒𝑐∗𝐺𝐷𝑃𝑐𝑎𝑝

2050
)    (1) 

𝑎 = 7.721 ∙ 104 [𝑘𝑊ℎ], 𝑏 = −1.95 ∙ 10−6  [
1

𝐸𝑈𝑅
𝑐𝑎𝑝

] , 𝑐 = −5.655 ∙ 10−6 [
1

𝐸𝑈𝑅
𝑐𝑎𝑝

] 

To determine a reasonable development path, and to avoid the installation of resources where it is not 

technically feasible, the expansion of some technologies is limited. For each technology, an overview is 

presented below.  
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Nuclear: Due to the decommissioning plans of many countries worldwide and to the experienced delay 

in building new capacity, we assume that no nuclear is installed in the future [17,42,43].  

Wind onshore and offshore: Since the installation of wind resources depends on land and resource 

availability, it is necessary to determine the allowed growth rate per year. By analyzing the archetype 

with the highest wind penetration, it is possible to define a normalized maximum annual expansion limit 

for these technologies. 

For wind onshore, the installed capacity per km2 is determined for 2015. For 2050, the estimated 

capacities from [30,44,45] are examined and the maximum value is selected. Expressing the installed 

capacity in these two years per unit area yields two points in time. The maximum annual expansion is 

determined by interpolating between these two values.  

For wind offshore a similar approach is used with the coastline extension as the limiting factor. The 

density in MW/km is calculated for 2015 and 2050 to determine the expansion rate per annum. Wind 

offshore is only considered in countries which have a coastline.  

For both technologies, the country with the fastest expansion is taken as a reference. Since absolute 

values are necessary to run the model, the absolute capacity is determined by multiplying the obtained 

slopes with the area or coastline extension of the archetype and country respectively. Equation (2)-(4) 

summarize the described density approach.  

𝐷𝑒𝑛𝑠𝑖𝑡𝑦 𝑂𝑛𝑠ℎ𝑜𝑟𝑒 
𝑦𝑒𝑎𝑟

=  
𝐶𝑎𝑝 𝐼𝑛𝑠𝑡𝑎𝑙𝑙𝑒𝑑𝑦𝑒𝑎𝑟[𝑀𝑊]

𝐴𝑟𝑒𝑎 [𝑘𝑚2]
    (2) 

𝐷𝑒𝑛𝑠𝑖𝑡𝑦 𝑂𝑓𝑓𝑠ℎ𝑜𝑟𝑒 
𝑦𝑒𝑎𝑟

=  
𝐶𝑎𝑝 𝐼𝑛𝑠𝑡𝑎𝑙𝑙𝑒𝑑𝑦𝑒𝑎𝑟[𝑀𝑊]

𝐶𝑜𝑎𝑠𝑡𝑙𝑖𝑛𝑒 [𝑘𝑚]
, 𝑖𝑓 𝐶𝑜𝑎𝑠𝑡𝑙𝑖𝑛𝑒 > 0  (3) 

𝐴𝑛𝑛𝑢𝑎𝑙 𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 (𝑠𝑙𝑜𝑝𝑒) =  
𝐷𝑒𝑛𝑠𝑖𝑡𝑦2050−𝐷𝑒𝑛𝑠𝑖𝑡𝑦2015

2050−2015
         (4) 

Photovoltaic: Wind onshore and offshore expansion is limited by the "potential" due to the 

consideration of the available geographical area and extension. For photovoltaics (PV), a similar 

approach is used to determine the annual limits. In this case, the load estimated for 2050 is considered, 

as well as the FLH calculated from the clustering results. The necessary capacity to meet the total 

demand by just PV is calculated and divided by the number of years of the study period. This way, if 

the optimization model chooses PV as the cheapest option to cover total demand, it is able to do so in a 

feasible amount per year. This assumption provides the model a possibility to cover all demand by 

photovoltaic if it represents the most economical technology. The annual limit prevents that all 

photovoltaic is build towards the end of the decarbonization pathway.  

Hydropower: Analyzing the development of hydropower over the years and given that it is an 

established technology, new power plants can only be installed where hydropower currently exists. The 

allowed expansion per annum is of 6.5% of the capacity installed in 2015 when the installed capacity is 

higher than 500 MW. For countries that have less than 500 MW installed, the maximum allowed 

expansion is 10 MW per annum. Both limits are obtained by analyzing the growth of hydropower plants 

in recent years [46]. To account for the different plant types, the availability of hydropower is split in a 

simplified approach: half of the installed capacity within an archetype or country is considered 

constantly generating while the other 50% can be dispatched in a flexible way.  

Biomass: Since biomass is not limited by the same factors as wind or PV, its expansion limit is 

determined by its current share in the energy mix.  

Geothermal, Waste, and Marine: For these technologies, 10% of the installed capacity in 2015 can be 

installed every year. This share is derived based on historical expansion rates and then scaled by the 

current use of each technology.  
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Renewable expansion rate: Due to the significant role the current share of renewables has in the rate 

of expansion, a correction factor is used. This factor is applied to all technologies except PV and 

hydropower and is introduced to allow countries with lower share of renewables in 2015 to install more 

capacity per annum. Thereby, the model is able to calculate the necessary installed capacities per year 

to reach the decarbonization goal of 80%. In Table 1 the correction factors are defined depending on the 

share of renewables. The shares and their respective correction factors are derived by analyzing the 

relationship between the current share and the allowed expansions in several model iterations.  

Share of renewables x in % Correction Factor 

x < 10 4 

10 < x < 30 3 

30 < x < 50 2 

x > 50 1 

Table 1. Correction factor for allowed renewable expansion 

Refurbishment of power plants: To account for the cost reduction caused by retrofitting of 

hydropower, wind, and PV plants (e.g. the use of existing grid connections, barrages in case of 

hydropower or components) a retrofit category is introduced [47,48]. The maximum amount of installed 

capacity available to be installed must be equal or lower than the amount of decommissioned capacity 

of its corresponding technology. 

2.2.3 Time series definition 

Due to the sensitivity that energy models have to time series [49], it is necessary to obtain information 

on the renewable resources’ availability and energy demand fluctuation. Since the applied model 

calculates an hourly dispatch, demand and generation must be matched in every considered hour. For 

this paper, the time series information for PV, wind onshore, wind offshore, and demand are obtained 

for every country individually. The time step selection is chosen to model the year in 3-hour steps to 

account for a detailed representation of the year but limiting the computational complexity.  

Load time series 

The load profiles drive the generation necessities throughout the year and determine the moment and 

level of peak demand. For most European countries, the load profile can be taken from the information 

available on ENTSO-E’s transparency platform [50]. For other countries load profiles are directly 

available online, e.g. for Mexico [51]. As a third step, if the information is not available, a synthetic 

profile is created using the profile of a typical day, month, and week during summer and winter. In this 

context for United Arab Emirates, information from [52-54] is combined. For India, the profile is created 

based on information from [55]. For all countries, which are not represented in the ENTSO-E data and 

where no individual data could be found or reconstructed, the load profile is taken from [41]. Since it is 

assumed that countries clustered within a certain archetype have similar energy systems, the profile of 

the lead country is used for detailed country analysis if no detailed profiles are available.  

Photovoltaic and wind time series 

The fluctuating profiles of wind and PV are all generated by the same source (renewables ninja) [56] 

but based on different methodologies. For wind offshore, data is either directly available or aggregated 

to generate a time series for each country [56]. It is important to note that the data on renewables ninja 

is not generation information, but rather is created by using weather and specific technology data to 

generate synthetic profiles of the availability of PV and wind [56-60]. 

The aggregation of the PV and wind time series is based on five points within the country (see Figure 

4) but separated in two different approaches to calculate the respective weighting factors. These are both 

calibrated by comparing the developed model to real values for different countries.   
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Figure 4. Process to determine wind and PV profile. 

Wind onshore: To obtain the series for wind onshore, a turbine with 80m height as a typical size is 

considered The weighting factors of the five points are assigned by the following rule: the center is given 

a 50% weight, while the other points are given a weight based on their annual capacity factors in the 

following order from best to worst location: 15%,20%,10%., and 5%. This approach is similar to [61], 

but the center is weighted more since it represents a larger area of the country.  

PV: For this resource, a standard solar panel with direction to optimal infeed with no adjustable axes is 

considered. In this case, the center point does not have a higher weight, but the weighting factors are all 

assigned from best to worst location: 30%,25%,20%,15%,10%. This approach is selected since the 

differences between the inner value and outer boundaries are not as large as they can be for wind if a 

country is next to the coastline. 

2.3  Performance evaluation 

As described in Figure 1, the evaluation process consists of two steps: gathering the raw data and process 

it for evaluation purposes. The main output results are the installed capacity and dispatched energies for 

each technology, the electricity demand, CO2 emissions, and the system costs. As a first processing step, 

the energy mix is calculated by dividing the generated amount of energy for each technology by the 

overall generated electricity. Storage technologies are normalized by the overall demand. By this 

normalization, archetypes and countries can be compared independently from their absolute demand. 

Furthermore, CO2 emissions are normalized by the total electricity demand in order to find a comparable 

unit for this parameter. These two values, the energy mix and the normalized CO2 emissions are 

primarily used for the comparison of archetypes. The results for all archetypes are compared and patterns 

are derived by analyzing the role of specific technologies.  

As a second step, to evaluate the performance of the archetype model, evaluation criteria must be defined 

to quantify the level of accuracy. Therefore, the results of one chosen archetype model are compared to 

the results of each country within this archetype. The error metrics are applied on the energy mix of the 

country considering generation and storage. CO2 emissions and costs are not considered since they 

directly depend on the energy mix and installed capacities.  

In general, there are various performance measures to evaluate errors of models [62]. As a first 

performance metric, the mean absolute error (MAE) is chosen, which is in our case also a mean absolute 

percentage error. Both error categories are used very frequently [62]. The MAE is very easy to interpret 

since it directly evaluates the mean error of all evaluated technologies n. The calculation of the MAE is 

defined by equation (5). The variables Aj and Pj represent the actual and predicted values, which are in 

our case defined by the country value and the archetype value of technology j.  

𝑀𝐴𝐸 =  
1

𝑛
∑ |𝐴𝑗 − 𝑃𝑗|𝑛

𝑗=1      (5) 

Another used metric is the root mean square error. This error metric is frequently used due to its relation 

to the standard deviation and large errors dominate the result [63]. However, when using this metric in 
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our current application, it allows for unimportant technologies with little share in the current energy mix 

to be disregarded. The calculation of this error type is given by equation (6):  

𝑅𝑀𝑆𝐸 = √∑ (𝐴𝑗−𝑃𝑗)
2𝑛

𝑗=1

𝑛
      (6) 

The two presented error metrics are calculated for each country within the evaluated archetype. The 

overall mean error of this archetype is defined by the average of all single errors of the countries it 

encompasses.  

3. Results 
As described in the framework (see Figure 2), the results occur in two parts: the archetypes as a result 

of the clustering process and the main results of applying these archetypes to an energy system model. 

This section contains both of these results separated in the following two sections 3.1 and 3.2.  

3.1  Archetypes 

In a first step, the collected data of more than 300 data categories is reduced by the data selection criteria. 

Table 2 provides an overview of the 62 categories which are considered for the clustering. Overall, the 

categories represent socio-economic (~20%) and climatic / geographic data (~20%) but the dataset is 

still mainly comprised of energy-related data (~60%) as the goal is to apply the clustering results to an 

energy system model.  

Major topic Data categories Source 

Socio-

economic 

(14) 

GDP per capita, GDP growth [38] 

Human Development Index [64] 

GDP distribution: agriculture, industry; political stability index, population density, urban population, 
urban population growth, access to electricity, rural access to electricity, time required to get electricity 

[65] 

Electric vehicles per capita [66] 

Population growth projection [67] 

Climatic / 
geographic 

(11) 

Hydropower capacity factor [63] 

Agricultural area, forest area [65] 

Coast / area ratio [68] 

Latitude absolute [69] 

Average temperature, average precipitation [70] 

Heating degree days, cooling degree days [71] 

Solar capacity factor, wind capacity factor [72] 

Energy-
related (37) 

Primary Energy intensity: consumption per capita, economic intensity, consumption fossil fuels, 

consumption renewables; Electricity: consumption per capita, share consumption / installed capacity, 
share net imports, distribution losses; Shares installed capacity: fossil fuels, nuclear, renewables, 

hydropower, solar, geothermal, tidal and wave, hydroelectricity pumped storage; CO2 economic 

intensity; Shares resources production / consumption: petroleum, hard coal, lignite, natural gas 

[38] 

Shares installed capacity: wind onshore, wind offshore, biomass, waste [38,73] 

Shares installed capacity: oil, hard coal, lignite, natural gas [38,74] 

Total natural resource rents, CO2 emissions per capita [65] 

Emissions change from 1990 [75] 

Shares installed capacity storage: total, electrochemical, electromechanical, thermal, hydrogen [76] 

Table 2. Data categories used for cluster algorithm 
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Since most of the data is available for 2015, it is selected as the base year. Among the 193 UN countries, 

all data points of the 62 categories are available for 141 countries so that these can be included in the 

clustering algorithm. Other countries, which are not directly clustered, can subsequently be assigned to 

the closest cluster by the shortest Euclidean distance to the centroids but they are not further considered 

in this evaluation. An overview of the closest archetypes of these countries can be found in Table B.1 .  

The number of archetypes, corresponding to the number of clusters K in the K-means algorithm, is set 

to 15 [19]. Thus, 15 archetypes still guarantee a certain level of detail and differentiation while still 

having explainable differences. Figure 5 provides an overview of the clustering results and thereby 

visualizes the 15 generated energy system archetypes.  

 

Figure 5. World map with 15 archetypes 

Analyzing the distribution in the world map, the clustering leads to archetypes which are spread over 

different continents. This observation confirms the idea that clustering can summarize countries with a 

similar energy system, but which are not necessarily located in the same geographic region.  

The detailed assignment of countries to the archetypes, including their lead countries and major 

characteristics, is listed in Table A.1 . In general, the idea of having easily explainable archetypes is met. 

For example, Archetype 5 summarizes countries which are all strongly dependent on hydropower and 

export a lot of electricity. Archetype 10 includes emerging countries whose energy system currently 

relies on fossil fuels but that has very good conditions for renewable energy penetration. Archetype 15 

can be described as following: countries with relatively high energy and electricity consumption, high 

GDP, large oil and gas explorations (also used for electricity generation), and very good potential for 

solar power.  

Next to the appendix, further details about the archetypes can be found in Figure 7 (a), showing the base 

results of the energy system model for 2015. 

 

For validation, the generated and analyzed archetypes are then compared to the pure geographic regions 

which can e.g. be found in other energy system studies or are given by the UN [13-15,17,18,77]. Only 

the 141 countries which are considered in the clustering are evaluated in this context to ensure 

comparability. Figure 6 visualizes this comparison. The results prove that the clustering approach 

summarizes countries better when considering energy-related and socio-economic data in addition to 

the geographic analysis. In average, the improvement by clustering compared to a geographic 

classification is 44%.  
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Figure 6. Comparison of cluster analysis with regional split 

 

3.2  Modeling results analysis 

The energy system archetypes are modeled by applying the modeling rules described in section 2.2. The 

modeling is done for a period spanning from 2015 (base year for clustering) to 2050 under an 80% 

decarbonization scenario. The resulting analysis follows the evaluation process described in section 2.3.  

In a first step, the model assumptions which were developed for the automated model setup must be 

validated by comparing the results for 2015 with the real generation during the same year. This 

comparison is described in detail for Denmark, Germany and United Kingdom in [34]. The results show 

that overall the model represents the energy mix with an acceptable error. However, the dispatch of 

conventional power plans is sometimes not accurate although minimum full load hours were introduced.   

3.2.1 Comparison of archetypes  

After validating the general model assumptions through historical data, the model results for the 

decarbonization of the different archetypes can be analyzed in more detail. First, the general energy mix 

is shown in Figure 7 for the two years 2015 and 2050.  

 

Figure 7. Generated energy mix of model results for 2015 (a) and 2050 (b) 

As mentioned in the archetype explanation, the energy mix for the modeling results in 2015 (see Figure 

7 (a)) reflects the different characteristics of all archetypes. The general comparison of the 15 archetypes 

indicates that the energy mix is totally different, even though social economic and climatic / geographic 

parameters also influenced the clustering. Analyzing exemplary archetypes in detail, this difference is 

confirmed: the oil and gas dependent countries in Archetype 15 only use gas power plants for electricity 

generation. Archetype 14, containing more Northern countries and New Zealand, has a large share of 

hydropower supplemented by nuclear power plants, and Archetype 5 is almost only using hydropower 

plants. Archetype 13, which represents Denmark, Germany, and the United Kingdom, has the highest 

share of wind onshore energy, while also using several conventional power plant technologies. Lastly, 
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Archetype 8 is an example of an archetype that does not primarily consist of industrialized countries. 

The electricity generation of these countries is dominated by fossil fuels as gas and coal power plants.  

In comparison, Figure 7 (b) shows the development of the energy mix in an 80% decarbonization 

scenario until 2050 for each archetype. The decarbonization target leads to a limitation of available 

technologies which affects the final energy mix of the archetypes. For conventional generation, gas 

power plants are the only chosen option. Out of all available renewable technologies, hydropower, wind 

and PV play a major role for the energy systems. In the case of hydropower, the share of some archetypes 

becomes lower in 2050 than in 2015. This development is caused by an increase of the overall demand, 

especially in developing countries, which cannot be fully covered by new hydropower plants. As an 

example, the demand of Archetype 3 is eight times higher in 2050 than in 2015.  

Even though at first glance the energy mixes look very similar in 2050, detailed evaluations indicate 

differences between the archetypes. Several interesting causalities were identified in the overall 

evaluation process of the model results. Three selected topics are presented in the following paragraphs 

to explain observed differences: (1) the combination of PV, hydropower and batteries, (2) the role of 

gas power plants and (3) sources for system flexibility. 

Photovoltaics, hydropower and batteries 

The first topic analyzes the share of PV in different archetypes and how the fluctuating generation profile 

of PV is balanced in the different systems. In this context, lithium-ion batteries and hydropower are 

identified as interesting technologies, whose share in the energy mix is shown in Figure 8 for all 

archetypes.  

 

Figure 8. Result evaluation for photovoltaics, hydropower and batteries 

In general, PV is an important technology for almost all archetypes. Only countries, whose geographical 

position is further away from the equator have a very low share of PV generation (Archetype 6, 11, 12, 

13 and 14). For all mentioned archetypes the centroid of the absolute latitude is higher than 40°. To 

analyze the role of balancing technologies we exclude these five and focus on archetypes which have a 

share of PV generation higher than 25%, indicated by the dotted line in the diagram.  

As a first conclusion, almost all archetypes which exceed this limit of 25% PV require a balancing 

technology for which lithium-ion batteries are suitable. Since costs for electrical power, and not stored 

energy, are low compared to those for other storage technologies [35], it is fit for daily cycles balancing 

an afternoon peak of PV to consumption in the evening or night. The same behavior can be seen in other 

analyses [36]. Nevertheless, batteries are not chosen for all archetypes with a share of PV generation 

higher than 25%. Archetypes with a noticeable share of flexible hydropower generation (> 5-10%) do 

not require additional battery storage. These observations are confirmed by the comparison in Figure 9 
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analyzing the technology behavior in exemplary hours. Archetype 3, which has a high share of 

hydropower, uses this flexible share to balance the demand in the evening hours. In contrast, Archetype 

15 balances the load by batteries which are charged during PV peaks.  

 

Figure 9. Comparison of three exemplary days for Archetype 3 (a) and 15 (b) 

The only exception for the detected correlation of PV, batteries and hydropower is Archetype 9, which 

consists of several island states. There are mainly two reasons for this exception: (1) in 2050 the 

countries still have a comparably high share of gas power plants and (2) the wind capacity factor is high 

with a less fluctuating generation profile than in other archetypes. Overall, batteries are an important 

technology to integrate high shares of PV generation, especially if there is no flexible hydropower to 

substitute PV generation during the evening hours.  

The role of gas power plants  

The second analyzed topic is the role of gas power plants. Since we modeled an 80% decarbonization 

pathway, there is still some room for conventional generation units such as gas, oil, lignite or hard coal 

power plants. Thereof, gas power plants are the only chosen technology next to some nuclear power 

plants. Gas power plants are chosen since the specific CO2 emissions are lower compared to the other 

options [35]. The limiting factor for the use of gas power plants are the allowed CO2 emissions, 

calculated based on the emissions in 2015 [34]. The relation between the CO2 emission cap and the share 

of gas power plants in the energy mix is shown in Figure 10.  

 

Figure 10. Result evaluation for gas power plants and CO2 emissions 

There are mainly two statements which can be derived from the analysis of gas power plants: first, all 

archetypes fully use the maximally allowed CO2 emissions by generating electricity from gas. Secondly, 

the share of energy from gas power plants in the entire system and thereby the installed capacity 
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consequently depends on the emission cap. This conclusion can be clearly seen in Figure 10 as the two 

data series are closely correlated. As a result, archetypes which are currently emitting less also have a 

lower emission cap in 2050. Therefore, the share of gas power plants is also lower than in archetypes 

which are already emitting more (see Figure 10).  

This comparison indicates that the approach of decarbonizing each archetype by 80% allows countries 

with currently high emissions, mostly industrialized countries, to emit a lot more per generated TWh 

electricity. On the other side, there might be a potential for developing countries to achieve a 

leapfrogging of certain technologies until 2050 and achieve a higher standard of electrification by lower 

emissions [78].  

Sources for flexibility 

As the share of fluctuating sources is high in all archetypes (see Figure 7), sources for flexible electricity 

generation and storage gain more importance. The most important sources, gas power plants, the flexible 

share of hydropower generation, and storage technologies are compared in Figure 11.  

 

Figure 11. Result evaluation for flexibility sources (a) and summary of flexibility bandwidth (b) 

The figure visualizes a higher need of flexibility ensured by storage technologies in archetypes with a 

low share of gas power plants, such as Archetypes 1,2 and 4. In contrast, Archetype 3 compensates the 

need for flexibility by the flexible share of hydropower. The pattern of compensating lower gas shares 

with storage and hydropower can be applied to all other archetypes. Archetype 15 is an exception, as it 

has the second highest share of electricity generated from gas power plants but also from storage 

technologies. The reason for this exception has already been discussed before: the storage, in this case 

lithium-ion batteries, is needed to balance the daily peaks of PV generation to the load profile.  

In Figure 11.b, the three analyzed technologies are summed up to an overall flexibility value. For most 

of the archetypes, this flexibility value is in a bandwidth of 15-22.5 percent – indicated by the colored 

corridor in the diagram. Countries which have a higher flexibility sum have a high share of hydropower 

generation. The two exceptions from this observation, Archetype 9 and 15, are already explained by 

analyzing PV and the overall flexibility. As a conclusion, all archetypes must ensure a certain level of 

flexibility to balance the higher share of fluctuating generation technologies. This minimum share is 

quantified to around 15% of the overall generation.  

3.2.2 Deep dive into selected archetypes 

In order to validate and better understand the archetypes, Archetype 8 and 15 are analyzed more detailed. 

The comparison is based on the modeling process depicted in Figure 2 and the performance evaluation 

described in section 2.3. As explained and visualized, the modeling of the countries is based on the same 

dataset used for clustering and the model is set up by applying the previously defined rules. The results 

of the performance evaluation for Archetype 15 are shown in Figure 12. In this figure, the energy mix 
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of the countries within this archetype and their errors compared to the archetype are shown. In the first 

column, the archetype model results are visualized in combination with the average error of the five 

countries.  

 

Figure 12. Comparison of archetype, its average error and country results for Archetype 15 in 2050 

Overall, the comparison between the countries in this archetype proves that PV is an important 

technology. In all countries of this archetype the share of PV is higher than 25% which was identified 

as a threshold value in section 3.2.1. The medium average error for all considered technologies in the 

modeling process is 1.8% and the maximum 3.3%. The root mean squared error is between 1.2% and 

7.9% with an average of 4.1%. The two countries which stand out in the error analysis are Oman and 

Saudi Arabia. There are two main reasons for these outliers: the wind generation profile and the overall 

demand. Concerning the wind profile, both countries have good wind conditions and especially a more 

balanced profile than the other three countries. While for these countries, the capacity factor is mostly 

in the range of 0-0.1 throughout the year, it is more equally distributed in Oman and Saudi Arabia. For 

the two countries the probability distribution of capacity factors has its peak values between 0.1 and 0.3. 

Additionally, the error gets higher for Saudi Arabia since it is by far the country with the highest demand 

in this archetype. In this case, a solution of PV and storage would be an economical challenge. As 

explained in section 3.2.1 the installation of PV requires a second balancing technology, which in this 

archetype are lithium-ion batteries.  

As a second example, the performance evaluation of Archetype 8 for 2050 is shown in Figure 13. This 

archetype contains more countries leading to a higher variety of model results. In general, the higher 

number of countries leads to a higher average error. The medium average error is at 2.9% and the root 

mean squared error at 6.4%. The maxima rise respectively to 4.7% (MAE) and 10.7% (RMSE). 

Analyzing the major outliers characterized by the highest errors, four of the nine countries are focused: 

Botswana, Malaysia, Thailand and Vietnam. 

 

Figure 13. Comparison of archetype and country results for Archetype 8 
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In the case of Botswana, the demand is an important factor for the difference: since it is the lowest of 

all countries, a stable renewable system is needed to ensure a generation profile which meets the demand 

by avoiding a dominant share of fluctuating generation. A combination of PV and storage would lead to 

higher costs in this case. By contrast, the second and third outlier Malaysia and Thailand have worse 

wind conditions than the other countries within this archetype so that they favor other technologies: 

while Malaysia builds more PV and batteries, Thailand increases its share of electricity production by 

biomass. The last exception, Vietnam, has hydropower generation and therefore needs less PV as well 

as no battery storage to reach a decarbonization of 80%. This choice of technology also confirms the 

analyzed relation between PV, hydropower generation and batteries.  

Overall a general trend of chosen technologies is recognizable for countries which belong to the same 

archetype. Nevertheless, the energy system model also leads to different results for some exceptions. 

These differences are expected, since the archetypes are generated based on historical data and on a 

broad range of data categories covering more aspects than the energy mix. However, the outliers are 

explainable by analyzing the country characteristics and the patterns derived from the model behavior.  

The differences of countries within an archetype can be used to analyze sensitivities of the general 

approach and detect sensitive parameters for energy system models. These parameters are mainly the 

overall demand, the profiles, and the development of existing technologies. As a first parameter, the 

electricity demand influences the choice of technologies in both cases, comparably low and high 

demands. The examples of Saudi Arabia and Botswana proved this observation. Secondly, the profile is 

also important. Since not only the capacities but also the operation schedule is optimized, the demand 

needs to be covered even though shares of fluctuating generation sources are increasing. Therefore, 

technologies are sometimes favored if they have a balanced profile. This effect can be observed for the 

countries Oman and Saudi Arabia. A third observation is, that existing low-carbon technologies and 

their future potential play a major role, as explained by the examples of Thailand and Vietnam.  

4. Conclusion        
In this paper, an approach to model archetypes of country energy systems in an energy system 

optimization model was presented. Those models are frequently used to analyze medium- and long-term 

developments of country energy systems such as the decarbonization process. The presented approach 

of energy system archetypes simplifies analyzing the decarbonization process for worldwide countries 

by several advantages: it facilitates to model countries easily by a transferable database, enables data 

reconstruction from similar countries, provides an overview of countries facing similar challenges, and 

allows to evaluate the suitability of archetypal countries for specific technologies. As a basis, the 

archetypes were defined by a clustering approach and validated by applying error metrics as 

performance measures.  

The classification of 141 countries into 15 archetypes summarizes countries by 44% better than a simple 

geographic classification in global energy system studies. As next to geographic characteristics, socio-

economic and especially energy-related data play a major role for the energy systems, these three data 

categories were considered for the clustering and its evaluation.  

The major results of modeling these archetypes firstly indicate that the energy mix of countries 

approximates in an 80% decarbonization scenario as the choice of technologies is more focused on 

renewable than on a mix of conventional and renewable generation technologies. However, the 

archetypes still develop differently, and a detailed analysis leads to three major results for future 

decarbonized energy systems: (1) If its share is higher than 25%, PV has a substantial need for balancing 

technologies regarding the daily cycle. This balancing is mostly ensured by batteries or hydropower. (2) 

Gas power plants are the only conventional generation technology but still chosen up to their allowed 

limit to provide a flexible generation source, and (3) flexibility is crucial as a bandwidth for flexibility 

providing technologies is determined (15-22.5%). Thereby, the archetype approach delivers a systematic 

analysis of future requirements and market size for technologies providing flexibility.  
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Lastly, the archetypes are validated by choosing two exemplary archetypes and comparing their model 

results to the respective countries. The results show a general match between the countries and the 

archetypes. As the clustering is based on historical data, outliers occur but can be explained by special 

country characteristics or the three mentioned major results. In general, the overall process leads to three 

sensitive parameters for the modeling process of future energy systems: (1) the overall electricity 

demand, (2) the profiles of demand and fluctuating energy sources, and (3) the development of existing 

carbon-free technologies.  

This approach considered a global decarbonization transition by introducing energy system archetypes 

as a novel method. These archetypes could also help in world energy models by summarizing countries 

differently than just by their geographic region. Additionally, the classification in archetypes can be 

used for further analyses such as estimating market potentials. Further potential research is focused on 

two major aspects: firstly, the database and the modeling itself can be improved regarding financial 

aspects. There are already other studies which provide an overview how financing costs differ around 

the world [79,80]. Secondly, the modeling can be expanded by other sectors than the electricity sector. 

Since data is not easily accessible, methodologies to derive country-specific data are required.  
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Appendix A: Archetypes 
 

Archetype Countries (lead country highlighted) Major characteristics (compared 

between archetypes) 

Archetype 

1 

Benin, Burkina Faso, Chad, Comoros, Gambia, 

Liberia, Niger, Sao Tome and Principe, Senegal, 

Togo, Vanuatu 

Lowest GDP/capita and HDI, highest 

average temperature, Lowest electricity 

consumption/capita and high dependency 

on fossil fuels 

Archetype 

2 

Angola, Cambodia, Cameroon, Central African 

Republic, Republic of the Congo, Guinea, Mali, 

Papua New Guinea, Tanzania, Zimbabwe 

Lowest population density, closest to 

equator, diverse energy mix (oil, gas, coal, 

hydropower) 

Archetype 

3 

Ethiopia, Kenya, Malawi, Mozambique, 

Namibia, Uganda, Zambia 

2nd highest population growth, lowest 

urbanization, high share of hydropower, 

good solar conditions 

Archetype 

4 

Afghanistan, Bangladesh, Cote d’Ivoire, Ghana, 

Nigeria, Pakistan 

High population density, lowest political 

stability index, renewables only by 

hydropower (~30%) 

Archetype 

5 

Albania, Georgia, Kyrgyzstan, Laos, Paraguay, 

Tajikistan 

Low population density, Highest share of 

hydropower, highest share of electricity 

exports 

Archetype 

6 

China, Kazakhstan, Moldova, Mongolia, South 

Africa, Ukraine, Uzbekistan 

High share of hard coal and lignite, high 

energy intensity, mixed climate (heating / 

cooling) 

Archetype 

7 

Belize, Brazil, Colombia, Costa Rica, Ecuador, 

El Salvador, Fiji, Gabon, Guatemala, Honduras, 

Nicaragua, Panama, Peru, Suriname 

High precipitation, high shares of 

geothermal and biomass, coal exploration, 

high share of forests 

Archetype 

8 

Botswana, Dominican Republic, India, 

Indonesia, Malaysia, Philippines, Sri Lanka, 

Thailand, Vietnam 

High dependency on coal, large increase of 

CO2 emissions, low share of renewable 

generation technologies 

Archetype 

9 

Bahamas, Barbados, Cape Verde, Guyana, 

Jamaica, Malta, Mauritius, Saint Kitts and 

Nevis, Samoa, Seychelles, Tonga 

High population density, high impact of 

coastline (island states), high share of oil  

Archetype 

10 

Algeria, Argentina, Azerbaijan, Bolivia, Cyprus, 

Egypt, Iran, Iraq, Israel, Jordan, Lebanon, 

Mexico, Morocco, Tunisia, Turkey 

Low precipitation, high share of gas power 

plants, good combination of wind and 

solar capacity factors 

Archetype 

11 

Armenia, Belarus, Bosnia and Herzegovina, 

Bulgaria, Croatia, Czech Republic, Estonia, 

Hungary, Latvia, Lithuania, Poland, Romania, 

Russia, Slovakia, Slovenia 

Shrinking population, low temperature, 

highest share of lignite, important role of 

nuclear  

Archetype 

12 

Australia, Belgium, Chile, France, Greece, 

Ireland, Italy, Japan, Republic of Korea, 

Luxembourg, Netherlands, Portugal, Spain, 

United States, Uruguay 

High urbanization, high shares of installed 

renewables, high emission intensity, 

medium solar and good wind conditions 

Archetype 

13 

Denmark, Germany, United Kingdom Highest HDI, highest shares of installed 

wind and PV, highest wind and lowest PV 

capacity factor, emission reduction since 

1990 

Archetype 

14 

Austria, Canada, Finland, New Zealand, Norway, 

Sweden, Switzerland 

Lowest average temperature, highest share 

of electric vehicles, highest electricity 

consumption / capita, high share of 

primary energy from renewables, high 

share of hydropower and nuclear 

Archetype 

15 

Kuwait, Oman, Qatar, Saudi Arabia, United 

Arab Emirates 

Highest GDP / capita, highest energy 

consumption / capita, high temperature / 

low precipitation, highest share of fossil 

fuels (~100%), 2nd best solar conditions, 

highest emission intensity 
Table A.1 Archetypes and respective countries 
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Appendix B: Unclustered countries 

 

Country Closest Archetype 

Antigua and Barbuda Archetype 12 

Bahrain Archetype 15 

Bhutan Archetype 5 

Brunei Archetype 15 

Burundi Archetype 3 

Cuba Archetype 9 

Democratic People's Republic of Korea Archetype 6 

Democratic Republic of the Congo Archetype 3 

Djibouti Archetype 1 

Dominica Archetype 9 

Equatorial Guinea Archetype 8 

Eritrea Archetype 1 

Grenada Archetype 9 

Guinea-Bissau Archetype 1 

Haiti Archetype 1 

Iceland Archetype 14 

Kiribati Archetype 9 

Lesotho Archetype 3 

Libya Archetype 10 

Macedonia Archetype 11 

Madagascar Archetype 2 

Maldives Archetype 9 

Mauritania Archetype 1 

Micronesia Archetype 9 

Montenegro Archetype 5 

Myanmar Archetype 2 

Nauru Archetype 9 

Nepal Archetype 5 

Rwanda Archetype 3 

Saint Lucia Archetype 9 

Saint Vincent and Grenadines Archetype 9 

Serbia Archetype 11 

Sierra Leone Archetype 2 

Singapore Archetype 9 

Solomon Islands Archetype 1 

Somalia Archetype 1 

South Sudan Archetype 4 

Sudan Archetype 3 

Swaziland Archetype 4 

Syria Archetype 10 

Timor-Leste Archetype 2 

Trinidad and Tobago Archetype 15 

Turkmenistan Archetype 6 

Tuvalu Archetype 7 

Venezuela Archetype 7 

Yemen Archetype 4 
Table B.1 Unclustered countries and corresponding archetypes 
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