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Abstract

Annual global energy consumption growth is around 1.3% with forecasts until 2040. Photovoltaic systems became a suitable
alternative to nuclear and fossil energy generation. In order to support this technology’s dissemination, we develop and evaluate
an automated formal synthesis approach that assists in decision-making for off-grid systems. Our proposed approach, called
PVz, is based on a variant of the counterexample-guided inductive synthesis; it has a multi-core feature, which can obtain the
optimal sizing of photovoltaic systems focusing on Life Cycle Cost analysis. Given the electrical needs of a home, we seek a
set of electrical equipment with the best possible combination of devices that meet the specified requirements. We calculate all
costs related to maintenance over 20 years. The results presented are based on seven case studies; some of them are real ones
from the Amazon region in Brazil. The same case studies were solved by a commercial optimization tool. Our technique and
the commercial tool results were validated with popular simulation software to perform a fair comparison. Furthermore, we
analyze some topics such as run-time, optimal solution, and configuration of the resulting systems. We claim that our technique
is advantageous compared to the existing approaches in the literature.
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suitable alternative to nuclear and fossil energy generation. In order to support this technology’s dissemination, we develop and
evaluate an automated formal synthesis approach that assists in decision-making for off-grid systems. Our proposed approach, called
PVz, is based on a variant of the counterexample-guided inductive synthesis; it has a multi-core feature, which can obtain the optimal
sizing of photovoltaic systems focusing on Life Cycle Cost analysis. Given the electrical needs of a home, we seek a set of electrical
equipment with the best possible combination of devices that meet the specified requirements. We calculate all costs related to
maintenance over 20 years. The results presented are based on seven case studies; some of them are real ones from the Amazon
region in Brazil. The same case studies were solved by a commercial optimization tool. Our technique and the commercial tool results
were validated with popular simulation software to perform a fair comparison. Furthermore, we analyze some topics such as run-time,
optimal solution, and configuration of the resulting systems. We claim that our technique is advantageous compared to the existing
approaches in the literature.

Index Terms—Formal synthesis, software verification, model checking, solar photovoltaic systems.

F

1 INTRODUCTION

——————–

THE recent studies about global energy indicate that 789
million people have no access to electricity, which is

10% of the world population [1]. From 2010 until 2018, the
effort to reduce the number of people without electricity
access increased, and the result is positive. Quantitatively
the result was a decrease from 1.2 billion to 0.84 billion
people without electrical energy. Out of this total, renewable
energy solutions are responsible for 136 million people
receiving basic energy service [1]. Unfortunately, lack of
access to clean and affordable energy is considered a core
dimension of poverty [2]; this has a direct impact on the low
Human Development Index (HDI) of different localities [3].
It follows that increased access to energy allows economic
growth and poverty alleviation [4].

To provide electricity for all, decentralized systems led
by solar photovoltaic (PV) in off-grid and mini-grid systems
will be the lowest-cost solution for three-quarters of the con-
nections needed [2]. Thus, this can be ratified by analyzing
the result of renewable energy reported by the global bank,
where 17.3% of global energy is based on wind and solar
energy [1].

Changes to improve the electrical energy uses, the more
precise the sizing for electrical grids or stand-alone systems,
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the more meaningful the use of renewable energies. For
this purpose, some software is available in the market; a
part of them is created for general-purpose as MATLAB [5]
and others for specific electrification studies like RETScreen,
and HOMER [6], [7]. However, the industry demands the
design solution to be the optimum, considering equipment
manufacturers and models available on the market and not
just minimum or maximum values of current or power
for the optimized items [8], [9]. We need to evaluate the
electrical compatibility among the equipment, which can
only be achieved with specialized PV optimization software.
Therefore, the optimal solution is the lowest cost from a list
of equipment that meets the house’s electrical demands.

Given the above, the HOMER tool manages to deliver
an optimal solution in a smaller scope, where only batteries
and solar panels are optimized, while all other modules are
simulated. In contrast, the technique described in this work,
called PVz, is capable of optimizing, in addition to solar
panels and batteries, electrical inverters, and controllers. The
clear difference between the optimized electrical devices
ensures greater correctness once both techniques are com-
pared, thus favoring more extensive design-space coverage.

Here, we have developed a variant of the counterexam-
ple guided inductive synthesis (CEGIS) [10] for synthesizing
optimal sizing of stand-alone PV systems using commercial
equipment data. If the user gives a correctness specification
σ, our technique uses that as a starting point and then
iteratively produces a sequence of candidate solutions that
satisfy σ, related to power reliability.

We used a solver called Z3 [11]. Internally, the Z3
tool contains a module to include optimization objectives.
This module is named νZ and integrates state-of-the-art
algorithms for optimization and extra tools to solve linear
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restrictions problems. In particular, the νZ features match
our problem and will help us to optimize PV systems [11].
In each iteration, we synthesize the sizing of stand-alone PV
systems, but that may not achieve the lowest cost. Thus,
the candidate solution passes through an SMT solver to
reduce the number of possible states. Our candidate solution
provides a lower bound, which serves as the minimum cost
of reference to help our engine restrict verification. Note that
each iteration can be lower or higher than the current refer-
ence, once found a value lower than the current reference,
and it respects the user constraints. The reference is updated
globally. If the verification by the SMT solver step does
fail, it means there is an optimal solution. Thus, all content
produced is saved as a counterexample with an optimal
sizing that meets both power reliability and system cost.
If the verification step does not fail, the content produced
is ignored. Our novelty relies on a practical approach to
pursuing the optimal solution of PV systems using formal
methods.

Research in the fields of renewable energy and photo-
voltaic systems, date from the mid-90s, and bring different
approaches to find an optimal solution for the design of
electrical systems as can be seen in [12] and [9]. However,
the amount of work related to the formal modeling of
photovoltaic systems is still low. Consequently, it is even
more challenging to find studies based on state-of-the-art
solvers as ESBMC [13], CPAchecker [14] and Z3 [11]. The
starting point for this work [15] [16] [17] are studies that
derive from the year 2019 and converge to analyze the
optimization problem of photovoltaic systems using SMT
solvers and commercial tools such as HOMER and PVsyst.

This paper makes the following original contributions.
First, it is a radical improvement in the base paper’s per-
formance describing formal synthesis for stand-alone PV
systems application [8]. Second, the technique described
here supports data processing parallelization since it relies
on a multi-core processor. Third, the state space coverage
was increased compared to the base article [15]. It was
possible to cover and compute all the spaces of the combi-
nations of electrical equipment. Fourth, experimental results
with seven case studies show that the formal synthesis
approach qualitatively outperforms an existing state-of-the-
art optimization tool. Lastly, the results are validated with
accurate commercial design software called PVsyst.

2 BACKGROUND

Fig. 1 illustrates how to obtain the optimal sizing of a stand-
alone PV system using two different modes. The first one
is the traditional model called traditional sizing, which
includes manual verification by computing the electrical
equipment capacity and installation for validation. Con-
cerning the first mode, there are still commercial tools as
MATLAB [5] and HOMER [6], [7], which simulate the real
electrical system. The second includes Automated Synthesis
that encompasses verification engines. This option proves
to be viable since it generates more complex and accurate
data than the traditional way described previously. Both
modes described here use the same input and theoretically
produce the same output; it is noteworthy that variables
such as electrification, support for different categories of

equipment, and different electrical sizing forms impact the
expected output.

For input data, we can consider weather data, price
information about each piece of equipment, design require-
ments, load curve, power demand, and design assumptions.
This information is converted into a matrix of data and
exposed as global content to the software.

For the output data and a more straightforward reading
of this work, we will assume from now on that every
benchmark that contains a valid answer will be called
satisfiable (SAT). By contrast, when there is no solution,
we will call it unsatisfiable (UNSAT). If there is a set of
renewable energy equipment, which can be combined (price
and system hardware composition), the result is SAT.

Fig. 1. Comparative image of the traditional method versus the proposed
method.

The automated synthesis technique is mathematical rea-
soning about a formal model, where the SAT result is a
counterexample. The counterexample is intended to record
changes in the values of the program variables during pro-
gram execution. In this work, since the system’s answer is
SAT, the counterexample will show the status of all variables
when the solution was found. Thus, the answer can guide
the software or client to choose the best combination of
electrical machines. The traditional way does not offer the
quantity of necessary data about the system and internal
modes [5], [6], [7]. Another notable topic that needs to
highlight is each model’s coverage; models that use Au-
tomated Synthesis (via BMC engines) can ensure complete
coverage over the entire state-space, instead of locals states
as a traditional model.

2.1 Program Synthesis

The basic idea of program synthesis is to automatically
construct a P program that satisfies a correctness specifi-
cation σ. In particular, program synthesis is automatically
performed by engines that use a correctness specification
σ, as a starting point and then incrementally produce a
sequence of candidate solutions that partially satisfy σ [18].
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As a result, a given candidate program p is iteratively
refined to match σ more closely. Figure 2 illustrates the
underlying architecture.

Fig. 2. CEGIS in PV system sizing.

The correctness specification σ provided to our synthe-
sizer is of the form ∃~F .∀~x.σ(~x, ~F ), where ~F ranges over
functions, ~x ranges over ground terms, and σ is a quantifier-
free (QF) formula typically supported by SMT solvers. The
ground terms are interpreted over some finite domain D,
where D can be encoded using the SMT’s bit-vectors part.
Our specification includes house demand, energy, and bat-
tery autonomy; we also provide equipment specifications
and prices from different manufacturers and models.

In Figure 2, the phases SYNTHESIZE and VERIFY interact
via a finite set of test vectors INPUTS, which is incremen-
tally updated. Given the correctness specification σ, the
SYNTHESIZE procedure tries to find an existential witness
~F satisfying the specification σ(~x, ~F ), for all ~x in INPUTS
(as opposed to all ~x ∈ D). If SYNTHESIZE succeeds in
finding a witness ~F , the latter is a candidate solution to
the full synthesis formula, which is passed to VERIFY to
check whether it is a proper solution (i.e., ~F satisfies the
specification σ(~x, ~F ) for all ~x ∈ D). If this is the case, then
the algorithm terminates.

One may notice that each iteration of the traditional
CEGIS loop adds a new input to the finite set INPUTS,
which is then used for synthesis. Given that the full set
of inputs D is finite because we use bit-vector expressions,
the refinement loop can only iterate over a finite number of
times. However, SYNTHESIZE may conclude that no candi-
date solution obeying σ for the finite set INPUTS exists.

In our CEGIS variant, there exist four differences related
to the traditional one: (1) there exists no test vector, and
every candidate is generated in the SYNTHESIZE phase and
sent to the VERIFY phase; (2) if the VERIFY phase is unsuc-
cessful, then a new candidate is generated by SYNTHESIZE
and (3) the lower bound of the VERIFY phase is incremented
to search for the lowest cost; as a result, (4) there exists no
refinement from the VERIFY phase back to the SYNTHESIZE
phase. In particular, a new counterexample is not added to
the INPUT set since a failure during the VERIFY phase will
only discard a given candidate, which could be feasible in
the next iteration with a new lower bound.

In summary, our proposal is a technique based on
CEGIS, which aims to synthesize the optimal solution of a
PV system; therefore, our technique addresses an optimiza-
tion problem.

2.2 Sizing Stand-alone Solar PV Systems

A PV system is illustrated in Fig.3. It employs the PV
generator (panel or an array), a semiconductor device that can
convert solar energy into DC electricity. We hold batteries,
where power can be stored and used for night hours or
rainy days. The use of batteries as a storage form implies a
charge controller [19]. The PV arrays produce DC, and there-
fore when the PV system contains an AC load, a DC/AC
conversion is required (inverter). The AC load dictates the
AC electrical load’s behavior from the house that the system
will feed.

Fig. 3. Block diagram for a typical stand-alone PV system [19].

The sizing check stage can ensure that the system meets
the standard project steps related to the critical period
method (worst month) for solar energy system sizing [20]. It
adopts an MPPT (Maximum Power Point Tracking) charge
controller, which is the most common in use.

Since this paper’s audience is targeted to be from the
software verification area, we decided to use a higher-level
explanation about the PV sizing. The sizing process involves
eighteen equations related to the electrical engineering area,
which is detailed online.1 Fig. 4 illustrates the overview of
the steps that must be taken to size a stand-alone PV system.

On the left side of Fig. 4, we describe the needed inputs
to size a PV system. There are requirements from the house
to be electrified; in particular, we have the design assump-
tions, weather information from the targeted local of the PV
system deployment, and a possible initial list of equipment
to cover all the items listed Fig. 3. Concerning the equipment
list, the designer can use a few pieces of equipment or a
vast one. We can also decide not to adopt the commercial
equipment list. However, the result is a PV sizing of specific
power, current, or voltage values, usually just close to orig-
inal equipment, found in the market. This possibility has
the drawback of possible incompatibility among equipment
when the real one is bought and deployed.

There exist specific steps that aim the calculation of some
variables and others related to the electrical compatibility
validation among equipment items, both enumerated from
i to xiv, as illustrated in Fig. 4; those represent different

1. https://cutt.ly/Dz1Ua6Q

https://cutt.ly/Dz1Ua6Q
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Fig. 4. High level description of stand-alone PV system sizing process.

shades of gray of the rectangle boxes. The start point is usu-
ally a candidate list of PV panels, charge controller, battery,
and inverter, as indicated at the top of the flowchart. The
arrows on the right side show a point where some specific
item is validated. The diagram does not show the returning
location. However, if the candidate item is not compatible
with others or does not meet some requirements, it must be
changed to follow the indicated flow. The last rectangle box
checks the inverter electrical compatibility with the DC-bus
voltage, with the outlet’s required AC voltage. The inverter
specified power must be lower than the charge controller
power to avoid burning by overcharge. At the end of the
flowchart, all the items are defined, and the PV sizing is
finished.

These equations model the PV system’s continuous-
time behavior; they produce real numbers except for the
batteries and panels. Real numbers must be converted into
integer ones, considering the minimum or maximum ac-
cording to each equation. The verification and simulation
tools need to handle non-linear real arithmetic to produce
the correct result. Our mathematical model uses floating-
point arithmetic. It is just an approximation of the real
numbers. However, in this work, we are not concerned
with calculating the rounding error, which is negligible
when considering the size of the physical quantities and the
variables adopted [21].

3 SYNTHESIZING OPTIMAL SIZING OF STAND-
ALONE SOLAR PHOTOVOLTAIC SYSTEMS

The best compromise between two objectives makes the
optimal sizing of PV systems: power reliability and system

cost [22]. This study will rely on the critical period solar en-
ergy method [20], as described in Section 2.2. Our study will
use an adapted Life Cycle Cost (LCC) analysis, where the
acquisition cost of every item of equipment is considered,
plus the installation cost, the operational and maintenance
costs [22]; theses costs are represented by:

LCC = EC + EM (1)

EC denotes the costs of the following equipment: CPV is the
PV array cost, Cbat is the initial cost of batteries, Ccharger is
the cost of the charger, Cinv is the inverter cost.

EC = CPV + Cbat + Ccharger + Cinv (2)

EC denotes other costs related to the maintenance and
proper functioning of the electrical system: Cinstallation is
the installation cost, Cbatrep is battery replacement cost at
current prices, and CPWO&M is operation and maintenance
costs at current rates.

EM = Cinstallation + Cbatrep + CPWO&M (3)

In this study, we will use a Cinstallation equivalent to
5% of total equipment cost and a CPWO&M equal to U$
289.64/year, according to Amazon State literature data [23];
and an LCC lifetime analysis of 20 years.

In this section, we will describe our algorithms and how
model checking can be used as a back-end verification en-
gine [8]. Algorithm 1 describes how to save and expose the
correct solutions and the optimal solution, and Algorithm 2
is responsible for verifying the mathematical assertion over
electrical equipment.

Algorithm 1: Find by the optimal solution
Result: returns a feasible sizing of PV system with

the lowest cost
1 Initialize arrays and variables;
2 Create Satisfable List called NodeSatList;
3 Create AllAvailableNodes list;
4 Create maximumCost as a long variable;
5 forall AllAvailableNodes node do
6 isLowestNode = solve(node);
7 if isLowestNode = true then
8 lock(this);
9 maximumCost = node.cost;

10 NodeSatList.add(node);
11 unlock(this);
12 end
13 end
14 return NodeSatList.OrderBy(x.Cost).FirstOrDefault()

Algorithm 1 receives as input the data described in Fig. 1.
This content is represented in matrices and global variables.
The first line includes the manufacturer’s data, prices of PV
panels, batteries, charge controllers, and inverters. Lines 2,
3, and 4 represent the state-space, the nodes that satisfy the
equations, and the lowest global cost.

AllAvailableNodes is the data set representing the total
sample of states to be explored; its purpose is to ensure
100% coverage of equipment combinations. A node rep-
resents a feasible arrangement or not of proposed elec-
trical equipment for the test case; that is, among all the
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solutions and ways of organizing the photovoltaic system
under study, a node corresponds to one possible solution.
We have an object-oriented class that stores all relevant
information. For example, electrical equipment that will be
combined, the solar radiation level in the region, best global
equipment cost, lowest local equipment cost, consumption,
and electrical details of each test case) so that the solver can
process the set of equipment and validate it.

The representation of the problem through nodes de-
creases the complexity of processing data in physical pro-
cessor architectures that accept multi-threads. Therefore, the
parallel loop is used to process each node separately. The
function solve described in Algorithm 2 returns true when
the node is a possible solution, and the cost is lower than the
global maximum cost. Therefore, to ensure the proper stor-
age of results processed by many threads simultaneously,
the lock function was added. After the internal loop ends,
the last action returns the optimal solution found in the list
that contains all possible solutions.

Algorithm 2: Verify if the node is satisfactory for
restrictions and equipment.

Result: Returns the possible cost of the F
combination of equipment.

1 Initialize internal arrays and variables;
2 Function Solve(F):
3 Declare non-deterministic variables to select PV

Panel, Controller, Battery, and Inverter from list;
4 Calculate Steps i and ii of Fig. 4;
5 Define PV panels arrangement: Step iii of Fig. 4;
6 Calculate Step iv of Fig. 4;
7 Enforce electrical compatibility in Step v of Fig. 4

with statement assume;
8 Calculate Steps vi to viii of Fig. 4;
9 Define battery arrangement according Step ix of

Fig. 4;
10 Enforce electrical compatibility in Step x of Fig. 4

with statement assume;
11 Correct variables to ambient temperature: Step xi

of Fig. 4;
12 Enforce electrical compatibility in Step xii of

Fig. 4 with statement assume;
13 Define number of charge controllers: Step xiii of

Fig. 4;
14 Enforce electrical compatibilities in Step xiv of

Fig. 4 with statement assume and define the
inverter;

15 Non-deterministic variables hold feasible
equipment and cost;

16 Fobj ← NTP ∗PanelCost + NTB ∗BatteryCost +
ControllerCost + InverterCost +
InstallationCost + batrepCost + PWO&MCost

return isSatisfiable;
17 End Function;

To choose the best option, the system uses as input a list
of seventy equipment from twelve different manufacturers,
where each technical information required was found in a
datasheet provided by the equipment factory. To calculate
Eq. (1) value, it was necessary to convert the amounts to US

dollars based on the exchange rate of the day. To simplify
understanding about this type of data, a report has been
created that condensates general information required to
perform tests over this tool, and it is available online.2

Algorithm 1 retrieves the information described above
based on arguments provided by the solve function and cre-
ates an internal context. This context is responsible for veri-
fying whether all equations are described in Algorithm 2,
specified in lines 06, 08, 11, 15 are satisfiable. Besides,
the assume method is called to ensure that the restrictions
described in lines 07, 10, 12 and 14 are met.

This algorithm contains three essential points. The first
point is the set of equations that correspond to a valid
combination of electrical components. These equations can
be found in lines 04, 05, 06, 08, 09, 11, 13, and 15. The second
point refers to all four assume methods, which are necessary
since they serve as a limit or barrier of acceptable values to
pieces of equipment. These restrictions can be found in lines
07, 10, 12, and 14. The third point, the return system that
can be SAT (i.e., a solution was found) or UNSAT (i.e., no
solution was found).

The algorithm 2 always returns two different states. SAT
when the electrical equipment combinations and the general
cost are safe to become a possible solution. UNSAT once
the program finishes without finding a solution, indicating
that it could not combine the specific equipment items to
create a feasible solution. In some scenarios, we can expect
a memory overflow or excessive time (timeout) resulting in
a system with no concrete result; it is most common in hard-
ware with few gigabytes of memory. The main challenge for
Algorithm 2 is to find a feasible candidate solution for the
constraints and user requirements.

In summary, we use four non-deterministic variables
to index four matrices with complete datasheet2 informa-
tion from an equipment item. We have four variables and
four matrices: one to PV panels, one to batteries, one to
the inverter, and one to the charge controller. Those non-
deterministic variables are used during the search for the
feasible solution and controlled by the statements assume.
Note that the process described here is completely auto-
mated to ensure that the solution is sound. The verification
engines transform the Algorithm 2 into the Boolean expres-
sions that are passed to the solver to verify (C ∧ ¬P ), as
described online.3

4 RESULTS AND DISCUSSION

4.1 Objectives and Setup
Our evaluation aims to answer three experimental goals:

EG1 (soundness) Does our automated synthesis ap-
proach provide correct results?

EG2 (performance) How do the software verifiers com-
pare to each other for synthesizing PV systems?

EG3 (state-of-the-art) how does our formal synthesis tool
compare to a specialized simulation tool?

All experiments were conducted on an otherwise idle
Intel Xeon CPU E5-4617 (6-cores and 6 Threads) with 2.90
GHz and 64 GB RAM, running Ubuntu 18.04 LTS 64-bits.

2. https://cutt.ly/Vz1Uw84
3. https://cutt.ly/gz1Y159

https://cutt.ly/Vz1Uw84
https://cutt.ly/gz1Y159
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For HOMER Pro, we have used an Intel Core i5-4210 (4-
cores) with 1.7 GHz and 4 GB RAM running Windows 10.
The ideal scenario would be to use the same hardware con-
figuration for the experiments. However, this setup has an
impact on performance, which is less favorable to HOMER
Pro. PVsyst used the same configuration as HOMER Pro.
We perform the experiments with a predefined timeout of
200, 000 seconds (55.5 hours).

We evaluated three state-of-the-art verifiers, Z3 4 version
4.8.9 with νZ as optimization engine, ESBMC5 v6.0.0 [13]
with the Boolector 3.0.1 solver [24], and CPAchecker6

v2.0 [14] with MathSAT 5.6.5 [25], were used as verification
engines to compare the proposed approach effectiveness
and efficiency.

4.2 Description of Benchmarks

The proposed synthesis approach was evaluated in seven
stand-alone PV systems. These benchmarks were defined
based on the usual electrical load found in riverside com-
munities in the Amazonas State, Brazil [16], [23], except
for case 7, which was idealized to support a few lamps
and a 12k BTUs air-conditioner solution. Here, we report
each case study as a 4-tuple {power peak (W); power surge
(W); energy consumption (Wh/day); battery autonomy (hours)}
as follows: 1: {342; 342; 3,900; 48}; 2: {814; 980; 4,880; 48};
3: {815; 980; 4,880; 12}; 4: {253; 722; 3,600; 48}; 5: {263; 732;
2,500; 48}; 6: {322; 896; 4,300; 48}; 7: {1,586; 2,900; 14,000;
48}. This 4-tuple represents the Algorithm 2 inputs. For all
cases, an estimated load curve (kWh) was defined based
on the electronics consumers in each house. Our synthesis
algorithm was fed with data and costs of seventy equipment
items from twelve different manufacturers of PV systems.

4.3 Solvers and State Space

Classical software verifiers such as ESBMC and CPAchecker
will explore the state space by searching the proposed prob-
lem’s solution. Each verified state demands computational
cost; proportionally, the greater the number of states to
be processed, the longer the problem is resolved, and the
greater the computational power is required. The Z3 tool
has an API that works specifically for solving optimization
problems. This tool substantially reduces the computational
capacity required and converges to this work’s objective
described in Section 4.1 since the vZ solver is focused on
solving optimization problems and providing optimization
of linear problems on SMT formulas.

Often, many states will cause classical SMT solvers to de-
mand more time than is acceptable [26]. As described in 4.1,
this would override the EG01 objective since it would not
be possible to verify that all tools compared here produce
correct answers. We will then use two approaches, called
Reduced and Expanded respectively, which will guarantee
the demonstration of correctness and the robustness of
the proposed system. The first reduces the state-space by

4. Command-line: $ dotnet run TC-ID
5. Command-line: $ esbmc filename.c --incremental-bmc --boolector
6. Command-line: $ scripts/cpa.sh -heap 64000m -config

config/bmc-incremental.properties -spec config/specification/sv-
comp-reachability.spc file.c

ensuring that all solvers described in the previous para-
graph will have an answer to the problem promptly. The
second, called Expanded, guarantees the robustness of the
proposed technique. We will significantly increase the space
of states and verify the performance differences compared
to the market programs. It is important to note that in both
Reduced and Expanded approaches, the combination of the
photovoltaic system will be the same when analyzing the
results of the tools.

4.4 Simulation Tools and Assumptions
Concerning the off-the-shelf optimization/simulation tools,
only HOMER Pro performs an off-grid system with battery
backup analysis and includes economical analysis [6], [7].
Here we used HOMER Pro version 3.13.1 as a state-of-the-
art optimization tool for comparison purposes. In particular,
HOMER Pro has the following characteristics: (a) it is avail-
able for MS-Windows only; its annual standard subscription
costs US$ 1, 500.00 using Expert Package [27]; (b) it has two
optimization algorithms: one algorithm simulates all of the
feasible system configurations defined by the search space,
and additionally, a proprietary derivative-free algorithm to
search for the least-costly system; (c) it does not have LCC
cost in its reports, only Net Present Cost (NPC); however,
we can obtain LCC from NPC; (d) the optimization analysis
defines a load curve and temperature according to data
collected from online databases.

However, to allow a correct comparison, the curve load
and the temperature were defined the same as our synthesis
approach; (e) it does not have a charge controller. During the
tests, we have chosen the ”load-following” option, which
produces enough power to meet the demand [27] and
(usually) presents a non-overestimated solution; (f) it was
assumed 95% availability of the PV system. By definition,
”availability” is the percentage of time at which a power
system can feed the load requirements [28]. For an ordinary
house electrical load, 95% is considered acceptable; (g) it
was assumed a string of two batteries to match the voltage
of the 24 V DC system, which was used for our automated
synthesis tool; (h) it was included a generic flat-plate PV
of 1 kW and generic lead-acid batteries of 1 kW (83.4 Ah
capacity). During runtime, HOMER decides the size in kW
of each one based on feasibility and lower cost.

To validate and compare the optimal sizing solution
produced by our approach and by HOMER Pro, we use
a simulation tool, called PVsyst version 6.86 [29], with
plenty of commercial equipment in its database. We have
considered a comparison for an entire year’s weather data of
simulation to ensure that the proposed sizing meets the elec-
trification requirements. PVsyst is a PC software package
developed by a Swiss company used for the study, sizing,
simulation, and data analysis of solar PV systems. PVsyst
contains design, sizing, 3D shading scene, simulation, grid,
and off-grid features. It uses comprehensive irradiation data
from Meteonorm,7 and aging analysis [30]. However, it
does not perform optimization; therefore, PVsyst needs the
system sized to validate it. Furthermore, PVsyst does not
have commercial inverter equipment and, as a result, does
not consider surge power demand as the ones produced by

7. https://meteonorm.com/en/

https://meteonorm.com/en/
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air conditioners and refrigerators for a few seconds. PVsyst
is commercial software with a 30-day test possibility and
runs only in MS Windows.

4.5 Results

Table 1 shows the result of both approaches described in
Section 4.3. This table is split into four important sets of
columns, read from left to right: Column 01 describes all
benchmarks with their respective specifications. Columns
02, 03, and 04 refer to the reduced approach that proves the
system’s correctness. Columns 05, 06, and 07 refer to the
expanded approach, proving the commercial analysis tool’s
robustness. Finally, the last column refers to the simulation
of the photovoltaic system using HOMER Pro.

Reduced approach: Traditional software verifiers, e.g.,
ESBMC [13] and CPAchecker [14], face difficulties in solving
optimization problems. However, they can be solid allies
for detecting the optimal solution. The idea behind this
approach is to reduce state-space exploration. The reduc-
tion in the state space was due to the reduction in the
number of electrical equipment combinations as described
in Section 4.3. The Expanded methodology includes 93347
arrangements as possible solutions for the photovoltaic sys-
tem. In contrast, in this approach, we reduce the number
of arrangements to 24 only. In this approach, all verifiers
above will solve the proposed photovoltaic systems and
compute their respective results. Using this approach, we
were able to avoid timeout and memory out problems. Thus,
we can prove the technique’s efficiency when the results are
convergent to the same specification. In other words, each
test case should have the same result when analyzed by the
three SMT solvers.

Analyzing column number 2 of Table 1, we can ob-
serve that all benchmarks returned SAT as a response. This
implies that there is a correct solution for each proposed
case. Column 3 for the ESBMC and column 4 for the
CPAchecker confirm that the results are convergent with
the tool proposed here in search of a solution. However,
the existence of a valid solution does not confirm that the
proposed solution is the optimal solution. To confirm that
PVz converges towards equipment specification, we must
analyze the lines after SAT: NTP, NBT, controllers, inverters,
and LCC. In the case of equality of the three tools, which
we have successfully achieved, it can be inferred that the
algorithm is sound. This means that the program works
correctly and brings true results as an answer. In other
words, that the EG1 objective was successfully achieved.
In the case of a difference between the results obtained, an
incongruity in the solution developed.

Once it has been confirmed that the EG1 objective has
been achieved, we must note that the tools’ crucial differ-
ence is the processing time. PVz obtained interesting results,
being approximately 13 times faster if compared to ESBMC
and hundreds of thousands of times faster than CPAchecker.
Our reduced approach solution proved to be robust against
two of the state-of-the-art software verifiers.

Expanded approach: Once we have the solutions of the
benchmarks found by the three aforementioned solvers, we
focus on the objectives EG02 and EG03, respectively. In
contrast to the first approach, the amount of equipment

has increased considerably; this implies an increase in the
computational cost to find the optimal solution.

For objective EG02, we analyzed the proposed tech-
nique’s performance versus ESBMC, CPAchecker, and
HOMER Pro tools. In Table 1, we can infer that both the ES-
BMC and CPAchecker tools failed to find a feasible solution
for all the proposed simulations. HOMER Pro, obtained all
the results except for the third case described in Table 1 col-
umn 08. For objective EG03, we make a comparison between
columns 05 and 08. We conclude that the technique we have
implemented is more accurate concerning the combinations
of electrical equipment and their respective prices and LCC.
Simultaneously, HOMER Pro, which we will describe in
more detail in the next paragraph, processes the system a
few seconds faster with an acceptable answer, but that is
not the optimal one.

HOMER Pro: HOMER Pro was able to evaluate six case
studies (cases 1, 2, 4, 5, 6, and 7) under 30 seconds. The
test case 3 could not be simulated since HOMER Pro does
not have the battery autonomy adjustment feature, i.e., the
tool always tries to feed the given load with electricity 365
days/year. Some HOMER Pro drawbacks were also noted.
(1) System equipment does not include an explicit charge
controller. HOMER Pro includes a controller automatically
to simulate the charge/discharge of batteries and meet
the load requirement. However, without costs or electrical
characteristics such as maximum current and voltage, which
are common during PV sizing. (2) HOMER Pro requires the
inclusion of some battery specifications to initiate optimiza-
tion; however, it does not change the electrical specifications
during simulation; the results presented are multiples of the
original battery type suggested by the user. For example, it
was started with an 83.4 Ah lead-acid battery, and during
simulation, HOMER Pro did not try to use other capacities
or types. (3) HOMER Pro does not present the optimal
solution in terms of connections of PV panel arrays, just the
total in terms of power, i.e., it presents neither the models
and the power of each PV panel nor the total of panels in
series or parallel. The cost of every equipment item used
in HOMER Pro is a USA-based cost, without adaptation
regardless of where the equipment is installed.

We have real PV systems deployed since June 2018 in a
riverside community in the State of Amazonas, Brazil, GPS
coordinates 2o44’50.0”S 60o25’47.8”W, with demands of case
studies 1, 4, 5, and 6, always with a 3 × 325 W (3S, total
975 W) panels and 4 × 220 Ah (2S-2P = 440 Ah) lead-acid
batteries.
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4.6 Comparison Between Formal Synthesis (νZ) and
HOMER Pro

Let us consider νZ versus HOMER Pro since ESBMC and
CPAchecker do not find an optimal solution in a typical
scenario. In other words, this topic represents the second
approach described previously. Let us compare the formal
synthesis results against those of HOMER Pro. We consider
that each database’s cost of individual items used to com-
pose the optimal design is not the same among the tools.
As a result, it is plausible to obtain different results. Thus,
we observed some distinct effects in terms of the technical
solution and cost (cf. Table 1).

Regarding the processing time, both solved all the case
studies in less than two minutes, which shows a signifi-
cant advance concerning the other tools mentioned here.
HOMER Pro solves the seven benchmarks three times faster
than PVz, in counterpart to the performance, HOMER Pro
does not return the global optimum cost, just an approxima-
tion, in our scenario, we find that this discrepancy is around
5% ( financially, this variation is US $ 450 dollars) upwards
or downwards. We took the seven benchmarks to obtain at
these numbers, so we removed the third benchmark since
HOMER Pro did not find a solution. The average price
(LCC) was made by removing the benchmark with higher
cost and lower cost.

Those discrepancies are not easy to address without
some real systems validation. However, we use the simu-
lation software PVsyst to validate the optimal sizing pro-
duced, as shown in Table 2. Note that PVsyst has a pre-
sizing feature, which presents a minimum recommended
sizing of PV panels and batteries (only) without using
manufacturers’ data or models for it. This feature was used
as a reference mainly with HOMER Pro, where there exist
no equipment brands or models (only power and capacities
specification). PVsyst was used with the field-deployed and
the formal synthesis sizing solutions, where brands and
models were simulated in PVsyst according to the sized
system. Each simulation with PVsyst took 4 seconds. We
were unable to validate the case study 3 using PVsyst. The
battery autonomy is less than 24 hours, and only the pro-
posed synthesis technique can perform the optimal sizing
(PVsyst and HOMER Pro are limited for a 24 h minimum).

Overall, those comparisons with our approach, the op-
timization software, and the deployed systems, with val-
idation through simulation tool, show that the synthesis
solution is sound and complete, which answers EG1 and
EG3.

Concerning the cost (LCC) present by both tools,
HOMER Pro does not use the real cost for PV systems
deployed in Brazil; therefore, the optimal solution presented
by HOMER Pro tends to be cheaper than our technique.
However, considering that the aim is to present an optimal
PV sizing solution that is feasible and closer to the market
prices, our technique is more indicated.

Besides that, HOMER Pro suggests a value in kW for the
inverters that are very close to every case study’s maximum
load, but it is not commercial. The proposed synthesis tool,
however, presents inverters that are commercial and can

be obtained off-the-shelf. Moreover, our synthesis approach
considers surge power demand from the house, which
HOMER Pro or PVsyst does not view. This feature is a
definite advantage of the formal synthesis method. HOMER
Pro does not include charge controllers as a specific equip-
ment item in its mathematical model; only the synthesis
tool presents a commercial controller and includes it during
the cost analysis. The formal synthesis method, therefore,
presents more reliable results than HOMER Pro.

Our synthesis technique can present a far more detailed
solution and closer to commercial conditions than the an-
swer given by HOMER Pro. In particular, the automated
synthesis method can provide all the details of every com-
ponent of a PV system solution, with complete electrical
information from the manufacturer datasheet, including the
component model, nominal current, and voltage. In this
respect, even the manufacturer’s name can be cited (in
Table 1, we removed to avoid unauthorized advertising).
Moreover, the validation through PVsyst simulation, using
the PV sizing produced by HOMER Pro and our synthesis
approach, shows that our results are feasible and not as
oversized as HOMER Pro results, mainly concerning PV
panels.

An optimal solution from a tool is not necessarily the
same optimal from other tools, mainly when the database of
equipment items (with different costs) is not the same [22].
Therefore, the comparison must take this issue into account.

4.7 Threats to validity

It is worth highlighting some points of attention. (i) in
order to increase the technique’s accuracy, it is necessary
to increase the equipment database. However, this directly
affects the complexity of computational processing. (ii) All
costs (LCC) are based on local reality. It is necessary to
adapt the inputs to support solar radiation, annual mainte-
nance costs, and equipment costs from other countries and
cities. (iii) The factors determining the benchmarks’ energy
demand are constant elements in the technique described
here and ignore the different seasons, with specific temper-
ature and solar irradiation changes. (IV) Lastly, the results
described in the benchmarks must be deployed in the field,
under real conditions of use, to obtain a final validation of
the sized systems.

5 CONCLUSIONS

PVz proved to be an extremely efficient tool, optimiz-
ing equipment combinations for photovoltaic systems with
higher performance for precision and verification time. Very
close to the market tools like HOMER Pro. PVz withstood
an exhaustive data load and concluded all benchmarks by
delivering an optimal solution. The same has not happened
with ESBMC and CPAchecker, which are state-of-the-art in
software verification.

With the algorithms and methods developed in this
work, we guarantee all benchmarks’ correctness since all
three verifiers could find the optimal solution. Besides, we
built the tool to process equipment data on a much larger
scale and always focus on the electrical system’s best solu-
tion. Our advances are complemented by the extension of



IEEE TRANSACTIONS ON COMPUTERS, VOL. XX, NO. YY, JANUARY 2021 10

TABLE 2
Optimal sizing validation with PVsyst.

CS PVsyst
(pre-sizing)

Field
deployed
validation

Formal synthesis
sizing

validation

HOMER Pro
sizing

validation

CS 1
P= 1,166 W
B= 381 Ah
(minimum)

Not correct sizing
Avail. < 95%

(91.06%)

No error found
100% of avail.

No error found
Panels oversized in 2.16 ×

Batteries oversized in 1.39 ×

CS 2
P= 1,482 W
B= 478 Ah
(minimum)

NA
There exists no real PV system

available for comparison

No error found
95.76% of avail.

No error found
Panels oversized in 2.6 ×

Batteries oversized in 1.74 ×

CS 3
Not possible to

simulate
(autonomy < 24h)

NA
There exists no real PV system

available for comparison

Only technique that
produced solution

NA
(autonomy < 24h)

CS 4
P= 1,078 W
B= 354 Ah
(minimum)

No error found
95.76% of avail.

No error found
98.10% of avail.

No error found
Panels oversized in 2.24 ×

Batteries oversized in 1.41 ×

CS 5
P= 823 W
B= 268 Ah
(minimum)

No error found
100% of avail.

No error found
100% of avail.

No error found
Panels oversized in 1.93 ×

Batteries oversized in 1.56 ×

CS 6
P= 1,299 W
B= 421 Ah
(minimum)

Not correct sizing
Avail. < 95%

(85.65%)

No error found
100% of avail.

No error found
Panels oversized in 2.42 ×

Batteries oversized in 1.38 ×

CS 7
P= 4,263 W
B= 1,384 Ah
(minimum)

NA
There exists no real PV system

available for comparison

No error found
98.37% of avail.

No error found
Panels oversized in 2.9 ×

Batteries oversized in 1.99 ×
Legend: CS = case study; NA = sizing not available for validation; B = batteries capacity; P = panels power; Avail.= Availability (expected of 95% or greater as a

design requirement).

the CEGIS synthesis method implemented in the proposed
tool. Lastly, we will apply the knowledge developed in this
article to real riverside communities.
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