
P
os
te
d
on

31
A
u
g
20
20

—
C
C
-B

Y
-N

C
-S
A

4
—

h
tt
p
s:
//
d
oi
.o
rg
/1
0.
36
22
7/
te
ch
rx
iv
.1
47
3
73
50
.v
2
—

T
h
is

is
a
p
re
p
ri
n
t.

V
er
si
on

of
R
ec
or
d
av
ai
la
b
le

at
h
tt
p
s:
//
d
oi
.o
rg
/1
0.
10
16
/j
.p
at
re
c.
20
2
1.
1
1.
0
26

Fast Transformation of Discriminators into Encoders using

Pre-Trained GANs

Cheng Yu 1,1 and Wenmin Wang 2

1Macau University of Science and Technology
2Affiliation not available

November 8, 2023

Abstract

Finely tuned deep generative adversarial networks (GANs) can generate high-quality (HQ) images. However, the discriminator

in GAN is only able to distinguish true or fake images. Moreover, numerous synthesized images from GANs are imperfect, and

we can not reconstruct those images via GANs. In this paper, we revisit pre-trained GANs and offer a self-supervised method

to quickly transform GAN’s discriminators into encoders. We reuse parameters of the GAN’s discriminator and replace its

output layer, so that it can be transformed into an encoder and output reformed latent vectors. The transformation makes

the pre-trained GAN a symmetrical architecture and allows for better performance. Based on the method, GANs can be made

to reconstruct synthesized images via encoders. Compared to synthesized images, these reconstructions can maintain or even

attain higher quality.
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Abstract

Finely tuned deep generative adversarial networks (GANs) can generate high-quality (HQ) images. However, the discriminator
in GAN is only able to distinguish true or fake images. Moreover, numerous synthesized images from GANs are imperfect, and
we can not reconstruct those images via GANs. In this paper, we revisit pre-trained GANs and offer a self-supervised method to
quickly transform GAN’s discriminators into encoders. We reuse parameters of the GAN’s discriminator and replace its output
layer, so that it can be transformed into an encoder and output reformed latent vectors. The transformation makes the pre-trained
GAN a symmetrical architecture and allows for better performance. Based on the method, GANs can be made to reconstruct
synthesized images via encoders. Compared to synthesized images, these reconstructions can maintain or even attain higher
quality.
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1. Introduction

Since DCGAN [1] was proposed, using a convolutional
neural network to implement generative adversarial networks
(GANs) has become popular. However, with the increase in
resolution, we need large learning parameters and large-scale
HQ datasets as training samples. Recent novel GANs, such
as PGGAN [2], StyleGAN [3] and so forth ([4, 5, 6]), can
achieve stable training and produce effective results. These
GANs take advantage of several techniques such as pixel nor-
malization and equalized learning rates to control the upgrading
rate for training-related parameters. Compared to DCGAN that
requires doubling parameters for the next layer, the improve-
ments mentioned above produce better GANs that can gener-
ate higher resolution images with fewer parameters. However,
those GANs have no ability to reconstruct synthesized images.
Furthermore, the above methods inevitably create many defec-
tive samples, with local details, blurred, and perturbed synthe-
sized images.

A GAN consists of a generator and a discriminator. The
generator utilizes low-dimensional latent vectors to generate
high-dimensional images. The latent vectors are always sam-
pled from a normal distribution. The discriminator has no use
other than to assist in training the generator. In GAN inversion

∗Corresponding author.
Email address: wmwang@must.edu.mo (Wenmin Wang )

[7], embedding images in latent vectors is the process of map-
ping data from high dimensions to low dimensions. There are
two types of methods to embed images in latent vectors. Pre-
vious work [8] tried to embed an image into its latent vector
via perceptual loss [9], but the method does not use GAN en-
coders so getting the latent vector from each image entails a lot
of training costs. Besides, other works [10, 11, 12] use GAN
encoders to embed images. However, training GAN encoders
also incurs numerous costs, especially in using deep GANs. We
transformed GAN’s discriminators to an encoder so GANs can
quickly get their encoders.

So far, GAN encoders cannot do the embedding task well if
there are not enough training sources, such as large-scale im-
ages and training devices. We propose an efficient method that
can embed images in latent vectors and reconstruct images. Us-
ing pre-trained GANs, we quickly transform its discriminator
into an encoder, which uses the self-generated images from the
generator to replace ground-truth samples, so that we can allow
GANs to reconstruct synthesized images via the transformed
encoder. The encoder is slightly different from the discrimina-
tor (the last layer), and we reuse the discriminator’s parameters
so that the encoder can inherit the discriminator’s features. In
addition, although previous works (such as BigGAN [5], Style-
GANv2 [6]) found that increasing model parameter size could
make better performance, the importance of the model symme-
try is omitted. The symmetry represent parameter size differ-
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ence between generator and discriminator. In this regard, we
explore the model performance when we increase the symme-
tries by adjusting the discriminator’s last layer. Meanwhile dis-
coving the transformation of discriminator to encoder. In con-
clusion, we describe our three contributions in the following
way:

• We propose a novel approach to quickly transform the
discriminator into an encoder. Using a self-supervised
method with few training epochs (limited to 10 epochs),
the transformed encoder can embed images into reform la-
tent vectors. Using the reformed latent vectors, the per-
formance of reconstructions is better than the synthesized
images if GAN performance is limited.

• We change the parameters of the GAN’s discriminator and
allow its output size to equal the input size of the generator.
Based on the change, we train the modified discriminator
to get the GAN encoder. By reusing the parameters of
the discriminator, the transformed encoder can inherit the
features from pre-trained GAN and can be trained quickly.

• We analyze the relationship between the model perfor-
mance and the model architecture, and we notice that when
we increase the symmetries of the generative model, which
consists of transformed encoder and generator, the modi-
fied model can improve the quality of the synthesized im-
ages, such as reducing the unclear areas in the synthesized
image and improve the performance when measured by
PSNR [13], SSIM [14], FID [15] and LPIPS [16].

2. Proposed Approach

From the perspective of training strategy, GAN is achieved
by asynchronously training two networks: generator G and dis-
criminator D. In the training process, we upgrade the parame-
ters of D according to the true or fake labels. Fake labels repre-
sent G outputs (x′) and True labels represent ground-truth (GT)
images (y). Then we upgrade the parameters of G so that G can
produce better fake images. Here, we denote the loss function
of GAN as L(D,G).

Different from GAN, training an auto-encoder model is a
synchronous process that is composed of an encoder (E) and
a decoder. Here, we regard the decoder as a generator (G) and
try to transform D to E. Then we train E to match pre-trained
GAN. In Bayesian probability model, such as variational auto-
encoder (VAE) [17], E and G can also be denoted as q(z|x) and
p(x|z). Both E and G need to be upgraded in the same once
back-propagation. The input of the auto-encoder is y which
samples from the ground truth (GT), and the output image is
the corresponding reconstruction G(z). Similar to VAE, we de-
note z as latent vectors. Here, we choose z ∼ N(0, 1).

We briefly denote the loss function of vanilla VAE as L(E,G)
(see Eq.1). The first term is the distribution gap between y and
G(z), and that gap needs to be measured by the KL divergence.
The second term is the reconstruction loss LR, which maxi-
mizes the expected log-likelihood of the image reconstruction.

L(E,G) = −DKL(q(z|x)||p(z)) + Eq[log p(x|z)]︸           ︷︷           ︸
Reconstruction−Loss

. (1)

There are two latent vectors that we should compare for their
similarity. One is the encoder’s output (E(·)), and the other one
is the decoder’s input (z). Motivated by [11], we deduce the gap
between the z and E(·) when they have the same dimensions.
The first term of Eq.1 can measure the gap between the above
two latent vectors as follows:

LR1 '
∑
i=1

(1 + log(σ2
i ) − µ2

i − σ
2
i ). (2)

Here, we denote one dimension of z as zi. On the dimension,
we denote its mean as µi and its standard deviation as σi. By
only using z, we aim to minimize the latent vector gap using a
self-supervised method.

2.1. Self-Supervised Transformation

The loss function of the ordinary GAN is not adaptive for
training the transformed auto-encoder, because it only judges
true or fake labels. We modify the GAN-based architecture so
that it is similar to VAE. However, if we use the VAE loss func-
tion, the KL divergence is based on the Bayesian probabilistic
model, and cannot guide the details of the latent vector repre-
sentation. At the same time, E cannot effectively reconstruct the
wild image when the target is far from the training dataset. In-
spired by [8, 18], we propose a self-supervised method to train
E, replacing the log-likelihood (the 2nd term of Eq. 1) loss
with mean square error (MSE) loss and perceptual loss [9] as
follows:

LR2 = Lmse(G(z), y) +Lpcp(G(z), y). (3)

Eq.3 is the standard loss function that measures G(z) and
GT samples y. We translate y as a self-supervised output,
G(E(G(z))). In this way, the optimized target (y) is replaced,
and there is no need for any dataset training. The replacement
is as follows:

LR2 = Lmse(G(z),G(E(G(z))))
+Lpcp(G(z),G(E(G(z)))).

(4)

In addition, if we do not consider the specific value of E(·),
it will be too far apart from z. Therefore, we assume a fixed
mean µ = 0 and variance σ = 1 for E(·), that is the key to im-
proving efficiency. E should find a more suitable latent vector
for image reconstruction, and images will be embedded in an
overlapping space between E(·) and z. This regularization trick
can reformulate Eq.2 as follows:

LR1 ' Lreg =
1
n

n∑
i=1

(E(G(zi)) + E(G(zi))2) − 1. (5)

For pre-trained GANs, we do not know the specific value of
µ and σ, so we use MSE to optimize the latent vector which
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Figure 1 An illustration for our proposed method (Case of PGGAN 1024×1024). By adjusting the output channels in the last
layer of the discriminator, we transform the discriminator into an encoder, and then we train the encoder corresponding to the fixed
generator. The green-dashed arrows indicate the process of GAN, and the solid black and green arrows indicate our process.

comes from E output. Eq.5 can be replaced by the following
loss function:

LR1 =
1
n

n∑
i=1

(E(G(zi)) − zi)2. (6)

Finally, we briefly summarize the final loss function in Eq.
7, which replaces the original auto-encoder loss function as fol-
lows:

LE = LR1 +LR2. (7)

Fig.1 demonstrates the principles of transforming a pre-
trained discriminator into an encoder.

2.2. Fine-tuning Networks to Symmetrical Architecture
In normal GANs, the usage of D is only to classify y and

G(z), and its output size usually is a one-dimensional value (the
true or fake label), which is smaller than G input size z. For
example, in PGGAN, the size of z is 512 which is needed to
represent an HQ image with size (1024,1024). Transforming
D to E is our goal, so we fix pre-trained G and only train the
transformed E. In order to make G and E form a symmetrical
encoding-decoding architecture, E output size (Eoutput) needs to
equal G input size (Ginput). The transformation means that we
add more parameters to the output layer of D. Following the
increased parameters, we increase the symmetries of the trans-
formed model, which is composed of G and E. We achieve the
transformation by replacing the output layer of D (Doutput). In

each layer, we focus on the data input size and output size (in-
put, output), and we only address the D output layer with its
output size. In the full connected layer (FC), we increase the
output nodes. In the convolutional layer (CONV), we increase
its output channels. The modified Doutput for different GANs
are listed in Table 1. We use a 3-layer fully connected architec-
ture (3-FC) and a 5-layer convolutional architecture (5-CONV)
to process 28×28 images. As it happens, DCGAN deals with
256× 256 images, PGGAN deals with 1024×1024 images, and
PGGAN-FC deals with 256times256 images.

Table 1
Details of transforming D to E by changing output layers (de-
fault as CONV).

Layer Position: Ginput Doutput Eoutput

3-FC (784, 2048)FC (2048, 1)FC (2048, 784)FC

5-CONV (32, 512) (512, 1) (512, 32)

DCGAN (128, 2048) (2048, 1) (2048, 128)

PGGAN (512, 512) (512, 1) (512, 512)

PGGAN-FC (512, 512) (32768, 1)∗FC (32768, 512)FC

* In PGGAN-FC, Doutput is the last block which has two fully connected layers. The
number of their nodes (input, output)FC are (32768, 4)FC and (4, 1)FC .
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Figure 2 The 1st row shows the face images that are generated by pre-trained PGGAN (1024×1024). The 2nd row shows corre-
sponding reconstructions via our method. Most reconstructions are better than the previous images in local details. The 3rd row
shows 3 pairs of wild images (left) with their reconstructions (right).

2.3. Sharing Discriminator Parameters with Encoders

A recent work [19] reuses the pre-trained parameters in the
discriminator to handle the task of image-to-image style trans-
lation. Similar to Cycle-GAN [20], it needs another network to
form a double model to deal with the image-to-image transla-
tion task. The difference from this work is that we only reuse
the parameters to boost the speed of training convergence. We
do not use the double model which contains a pair of networks.
Algorithm 1 shows the pseudo-code of the whole proposed
method. In Fig.2 and Fig. 6, we display pre-trained PGGAN
samples and corresponding reconstructions.

Algorithm 1:
Transforming discriminator into encoder

Input:
Pre-trained GAN: G and D.
Latent Vector: z ∼ N(0, 1).
Learning Rate: α = 0.0015.
Initialize:
E = D, Eoutput = Ginput, wE = wD.
while (no more 10 epochs & not converged) do
∇LR1 ← LR1 (G(z),G(E(G(z)))),
∇LR2 ← LR2 (E(G(z)), z),

wE ← wE + α(∇LR1 + ∇LR2 ).
end
Output: E.

3. Experiments

We used three datasets for doing experiments. The first
dataset is Fashion-MNIST. We used 60.000 training samples

Table 2
Comparison of different architectures (E) via Fashion-MNIST

Model Layers (E): 1-FC 3-CONV 3-FC 5-CONV

PSNR(±0.5) 15.18 16.95 15.36 17.98

SSIM(±0.1) 0.52 0.66 0.64 0.71

with image size 28×28, and we set the batch size at 128. The
second dataset is CelebA [21]. There are 202,599 face images
and we choose 30,000 samples for training, we resized images
to 256×256 with a batch size of 30. The last dataset is an HQ
dataset (CelebA-HQ [22]). There are 30,000 face images with
image size 1024×1024. Here, we only used CelebA-HQ for
evaluation. The framework is PyTorch (version 1.5.1, CUDA
10.2) on a GPU Card (Nvidia Tesla V100-SXM3 32GB). We
chose the Adam optimizer with a learning rate of 0.0015, β1 =

0.5 and β2 = 0.99.

3.1. Comparison between Different Architectures
In Fashion-MNIST, we used 5 convolutional layers (5-

CONV) to build G and D, and used different numbers of fully
connected layers and convolutional layers to construct E. These
architectures included one fully connected layer (1-FC), 3 con-
volutional layers (3-CONV), 3 fully connected layers (3-FC),
and 5 convolutional layers (5-CONV). When we chose differ-
ent architectures to build E for auto-encoding with G, the re-
constructed images by reformed latent space were not much
different. We report the evaluation metrics in Table 2. The re-
constructed 5,000 images were evaluated by PSNR and SSIM
after training for one epoch. We noticed that the performance
has improved when we increased the model symmetries, even
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Figure 3 Ablation study of training Es, En and Ep with progressive epochs. Es is a small architecture which has half layer
parameters of D. En is the same parameter size as D but without reusing parameters of D. Ep is same parameter size with En and
reuse parameters of D.

Figure 4 Comparison of Image reconstructions during different
E (Fashion-MNIST).

Figure 5 Training comparison in DCGANs (D with trans-
formed D).

though the improvement is not obvious to human perception
(see Fig. 4).

We chose DCGAN to evaluate the symmetrical architecture
on CelebA. Different from vanilla DCGAN, we replaced batch
normalization with spectral normalization [23] on D. Based
on the replacement, D satisfies Lipschitz continuity and makes
training more stable. Compared with the previous size 64×64,
the modification can make DCGAN handle 256×256 images,
but it is still difficult to train. So, we tested two architectures
on 256×256 images. As shown in Table 1, D output channel
is a one-dimensional label for classifying the sample’s fake and
truth labels. In transformed D (we also call it E), we increased
the last layer parameters by changing its output channels, and
then E output size equal to the input size of G (see Table 1). We

trained the two architectures via the GAN loss function (L(D,G))
without auto-encoding training. The result has shown that D
training fails when the training epoch increases, but E can make
the training more effective. We report the training process in
Fig. 5.

Figure 6 Pre-trained PGGAN-FC samples (ups) and corre-
sponding reconstructions (downs). Results come from LSUN
(car, horse and tower), with image size 256×256.

3.2. Self-Supervised Training for the Encoder
Using CelebA-HQ, we chose 10,000 real samples for evalua-

tion. To train E, we synthesized 20,000 generated images from
pre-trained PGGAN which is limited performance. We trained
E with batch size 4. As shown in Fig.2, the pre-trained samples
still had many distortions, blurs, and blobs in local details. The
first row shows the generated images by PGGAN. Our trans-
formed method is shown in the second row. By encoding the
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reformed latent space, our method samples (G(E(G(z)))) were
better than the pre-trained model samples (G(z)). On the LSUN
dataset (car, tower, and horse) [24], we report more cases in Fig.
6 with pre-trained PGGAN-FC and our reconstructions.

3.3. Reusing Parameters with Symmetric Architecture

Table 3
Performance of pre-trained PGGAN and transformed architec-
tures

PSNR↑
Metrics

SSIM↑ LPIPSVGG ↓ (±0.01) FID↓ (±0.1)

G(z) – – – 5.43

G(Es) 59.89 ± 0.52 0.9915 0.4640 6.82

G(En) 61.38 ± 0.58 0.9942 0.3498 6.77

G(Ep) 61.73 ± 0.82 0.9947 0.2997 4.86

To evaluate reusing parameters, we designed three different
encoders based on PGGAN’s E (Es, En and Ep). PGGAN’s
network needs 9 blocks from 4×4 to 1024×1024. Here, the
output block of the three encoders is the same. As for the other
blocks, Es has half layer parameters of D (two-layer block to
one-layer block), and En is the same parameter size as D with
no reused D’s parameters. Ep has the same parameter size as En

but reuses D’s parameters. We report the experimental results in
Table 3. In FID, we compared three encoders with GT (10,000
samples) and with G(z) in LPIPS (2,000 samples). All results
were obtained in the 10th epoch.

We also compared three encoders during the training process.
As shown in Fig 3, in the early epochs, FID of Es and En are
slightly higher than the baseline G(z). With the epoch increase,
Ep is better than Es and En, and converges faster. LPIPS of Ep

is also better than others. This verified our intuitive view that
a transformed E would be better when we reused D parameters
and increased the model symmetries.

4. Conclusion

We have offered a novel approach for quickly transforming a
discriminator into an encoder via a pre-trained GAN, in which
we adjusted the parameters of the discriminator output layer
to the same size as the generator input layer. We used a self-
supervised method to train the reformed encoder. By reusing
the parameters and increasing the networks’ symmetries, our
proposed scheme quickly yielded an efficient encoder that en-
hances the performance of latent space representation and im-
age reconstruction.
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