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Abstract

If in future, the highly intelligent machines control the world, then what would be its advantages and disadvantages? Will, those

artificial intelligence powered superintelligent machines become an anathema for humanity or will they ease out the human

works by guiding humans in complicated tasks, thereby extending a helping hand to the human works making them comfortable.

Recent studies in theoretical computer science especially artificial intelligence predicted something called ‘technological singu-

larity’ or the ‘intelligent explosion’ and if this happens then there can be a further stage as transfused machinery intelligence

and actual intelligence where the machines being immensely powerful with a cognitive capacity more than that of humans for

solving ‘immensely complicated tasks’ can takeover the humans and even the machines by more intelligent machines of super-

human intelligence. Therefore, it is troublesome and worry-full to think that ‘if in case the machines turned out against humans

for their optimal domination in this planet’. Can humans have any chances to avoid them by bypassing the inevitable ‘hard

singularity’ through a set of ‘soft singularity’. This paper discusses all the facts in details along with significant calculations

showing humanity, how to avoid the hard singularity when the progress of intelligence is inevitable.
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Abstract –  If in future, the highly intelligent machines 
control the world, then what would be its advantages and 
disadvantages? Will, those artificial intelligence powered 
superintelligent machines become an anathema for hu-
manity or will they ease out the human works by guiding 
humans in complicated tasks, thereby extending a help-
ing hand to the human works making them comfortable. 
Recent studies in theoretical computer science especially 
artificial intelligence predicted something called ‘tech-
nological singularity’ or the ‘intelligent explosion’ and if 
this happens then there can be a further stage as trans-
fused machinery intelligence and actual intelligence 
where the machines being immensely powerful with a 
cognitive capacity more than that of humans for solving 
‘immensely complicated tasks’ can takeover the humans 
and even the machines by more intelligent machines of 
superhuman intelligence. Therefore, it is troublesome 
and worry-full to think that ‘if in case the machines 
turned out against humans for their optimal domination 
in this planet’. Can humans have any chances to avoid 
them by bypassing the inevitable ‘hard singularity’ 
through a set of ‘soft singularity’. This paper discusses 
all the facts in details along with significant calculations 
showing humanity, how to avoid the hard singularity 
when the progress of intelligence is inevitable.  
 
Keywords – ARTIFICIAL Intelligence; TECHNOLO-
GICAL Singularity; INTELLIGENT Explosion; SU-
PER-HUMAN Level Machine Intelligence; SOFT Sin-
gularity.  
 
Introduction – Human life is balancing on the edge of 
machines. The edge is like a halo point. Too much de-
pendency on the edge will destroy the balance which 
leads to unavoidable circumstances through which hu-
mans may loose all their controls on machines and those 
machines will rise in their utmost potentials through log-
ical and analytical perspectives with some intelligent 
parameters which are sufficient enough to bring a harm 
or even destruction on the entire human life’s, who has 
been worshipping machines until now and also through 
some points in future for the ease of their works. Super-
intelligent machines capable of being superintelligence 
may not come in one day and may not come in the near 
future that we can easily imagine. But, it is evident and 

based on the progression of intelligent software’s em-
bedded in smart hardwires, an expulsion rather an explo-
sion of machine intelligence is inevitable. However, one 
thing that we didn’t care about is that we have already 
initiated the process of making a super-intelligent ma-
chine. That is, although weakly coupled to human level 
intelligence comparison, we have succeed in making 
smart artificial intelligent (AI) machines that smarten our 
culture and works making us more dependable on them 
for the sake of our own comforts. Those AI machines, in 
future first transformed to human level machine intelli-
gence (HLMI), then to super-human level machine intel-
ligence (SHLMI), crafting the way for a ‘technological 
singularity’ (TS) where machines will overrun human 
intelligence (HI), thus machines will reproduce to much 
smarter machines with ultra-smart programs equipped 
with ultra-smart software’s and hardwires, that in es-
sence could transform the SHLMI and TS to Actual in-
telligence (AcI) which in turn makes the pathway for a 
domination of humans, or in other way, just like we do-
minate the chimps by caging them in zoos although we 
have evolved from them, in the same way, those AcI 
machines will dominate and caged humans with their 
ultimate form of powers making humans as slaves which 
in course of time leads to human destruction or human 
extinction, when machines will rule this world. Those 
AcI machines will be dependable on some free parame-
ters which they will try to develop to their fullest capaci-
ty leading to a more intelligent form of transfused ma-
chines (TM) that will outbreak all the laws of machines 
thereby destroying machines and takeover earth from 
them through their transfused actual intelligence (TAcI) 
that will lead to a further development that is beyond the 
scope of imagination standing the in present day scena-
rio of the infancy of AI in the machines. Therefore, hu-
mans must have to find a way to balance and keep ba-
lancing on the edge although the edge is getting sharper 
and sharper as time proceeds towards future. This inclu-
sion of humans and sharper edges aka., machine intelli-
gence will lead to a technique that will be explained in 
details in the paper called the error approximated ma-
chine intelligence (EAMI) that transformed humans by 
creating a domain wall intelligence (DWI) which in par-
ticular leads to a more perceivable soft singularity (SS) 
before entering and warning a hard singularity (HS) or 
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not even entering the HS but bypassing HS through 
some parametric cancellations that enforce humans to 
keep the MI dependable on humans preventing the hu-
man destruction by those AcI machines keeping both the 
machines and humans safe from the evils of SI, SHLMI, 
AcI, and machine dominated TMs.     
 
Approaches – Time is not just an one way absolute enti-
ty [1]. Rather it’s a flexible and relativistic [2], realistic 
norm that has been specifically destined for the im-
provement purposes with the improvement norm ܫ. De-
veloping with regards, to a function of time as, డூ

డ௧
 it gives 

a satisfactory result ܫ.̇ In the computer science, theoreti-
cally time itself is a perception upon which there is a 
spatial dependency, as to say, space shrinks with time. 
More, intelligent machines are being developed in 
course of time taking less space than usual [3], but that 
does not qualify for being a TMAcI machine or HLMI 
machine to be of very less spatially occupying, maybe 
the forever notion of ܫ ̇rebounds in this cases as −ܫ ̇that 
regards for a more modified development over the 
course of time. The temporal and spatial dependency 
parameter can be chalked out as ݐ + -that when aver ݏ
aged out over the course of improvement then gives a 
relation as ̇ܫ = 〈߬ߪ〉 , where ߪ = ∏ ௔ݏ

்ெ஺௖ூ
௔ ୀ ு௅ெூ  and 

߬ = ∏ ௔ݐ
்ெ஺௖ூ
௔ ୀ ு௅ெூ  qualifies for a squared norm value of, 

 

หܫห̇ଶ
≡ ෑ ௔ݏ

்ெ஺௖ூ

௔ ୀ ு௅ெூ
+ ෑ ௔ݐ

்ெ஺௖ூ

௔ ୀ ு௅ெூ
  ~ 0 

 
It is indeed important to note that ܫ ̇in หܫห̇ଶ

 is indeed posi-
tive definite because of its dependency on 5 roots as the 
parametric stabilization regards to ߠଵ, ,ଶߠ ,ଷߠ ,ସߠ  ହ takenߠ
the values to be of the respective levels or orders, 
 

�

,ܫܣ ଵߠ+ 
,ܫܯܮܪ ଶߠ+ 

,ܫܯܮܪܵ ଷߠ+ 
,ܫܿܣ ସߠ+ 

,ܫܿܣܯܶ ⎭ହߠ+ 
⎪
⎬

⎪
⎫

+  ݏ݈ܾ݁ܽ݅ݎܽݒ 

 

�

,ܫܣ ଵߠ−
,ܫܯܮܪ ଶߠ− 

,ܫܯܮܪܵ ଷߠ− 
,ܫܿܣ ସߠ− 

,ܫܿܣܯܶ ⎭ହߠ− 
⎪
⎬

⎪
⎫

−  ݏ݈ܾ݁ܽ݅ݎܽݒ 

 
The inert difference between the + and – variables with 
regards to the roots of ߠ௜  can be presented as + being 
beneficial to humankind, − being destructive to human-
kind, the question that asserts from here is that will de-
struction inevitable having the parameter value −≫ + 

over the period of ܫ.̇ To answer this question, it is neces-
sary to introduce the norm of the matrices that belongs to 
each of the permutation groups of the roots of ߠ௜ , the 
norm being taken on the assumption, is that the matrices 
-௜௝ [which corresponds to two values as the matrix eleߜ
ment, 0 & 1 the former being singularity, the later being 
not] can integrate over the average spatial and temporal 
components from the present notion of the time stamp to 
the future on the boundary value of ߠ௜ to denote the en-
tire path of the operations made in FLOPS (or Floating 
Points Operations Per Second), 
 

න ௜௝ߜ ݐ݁ܦ
డఏ೔

≈ ,(10௫)ܱܵܲܮܨ

ݔ ℎݐ݅ݓ ≫ ݔ ݀݊ܽ 0 ∈ ℝ  
 
As we see that, the computation powers will increase 
with time, so if the norm หܫห̇ଶ

 satisfies the relation −≫ + 
then, we have to force that there must have some intrin-
sic calculations going on with – that in essence is the 
intelligent parameters which is also the root of the intel-
ligent variables Ψଶ  giving the relation as, −Ψ  couples 
with ′ − ′ and +Ψ couples with ′ + ′ to yield the value of 
the norm, 
 

หܫห̇ଶ
(±ஏ) ≡ 0 

 
This in essence could be termed as the ‘singularity’ 
which is at sense, the ‘technological explosion’ attaina-
ble through ‘TS’ at point 0. The basic question that aris-
es here is that how will the chain of development takes 
place? And are we bound to attain the norm! or singular-
ity? If so, then how can we bypass the SS by means of 
creating a DWI through a mechanism of EAMI that in 
essence be fruitful for not only the human dominating 
SHLMI but also the machine dominating TMAcI, there-
by making the future safe for the humanity. However, to 
satisfy the intrinsic condition, we also have to be careful 
so that the integral of the FLOPS remains stable and 
within the boundary of ߠ௜. The value of ݔ in 10௫ might 
be large enough for the present mankind to comprehend 
but, it might not be large enough for the crossing of ߲ߠ௜ 
aka., the boundary value of the roots of ߠ௜ to prevent the 
machine domination over humankind in the faraway fu-
ture, whose roots lie in the present world. There is a say-
ing that “fate is inevitable, and one can’t escape the 
fate”, however, its impossible to tell whether fate can be 
bypassed or not, but as portrayed in LUCY [4] and I, 
Robot [5], fate really cannot be escaped. But, humans are 
not so fool and can’t handle everything by its fate rather 
they choose to change the bad fate and favors’ it for a 
good fate. As per the saying of Alan Turing [6], AI can 
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be attainable by virtue of making a ‘child AI’ which then 
accustomed with its surroundings and transformed itself 
into a more ‘matured AI’. Different scientists have come 
upon a conclusion that machine-brain interference or 
mimicking neurons of human brains and crafting them in 
the machines may lead us to a way of achieving HLMI, 
but the reality is in fact, hitherto, to the approximation of 
the Turin’s word that a child AI might be the protagonist 
for a matured AI if we can implement the algorithm of 
thinking in the mind of a AI machines. Then, that AI will 
evolve in course of time and developed its thinking’s 
saturated with the human intelligence for drafting a 
HLMI machine. But what are the odds that lies in creat-
ing or evolving to a HLMI machines and then SHLMI 
machines and how its progression can be linked with the 
scale of human civilization. The benchmark of intelli-
gence limit or advancement limit of human civilization 
can be best described by the Sagan-Kardashev scales 
which notes the present scale being 0.73 [7, 8], the attri-
buted formula with ܲ being power is, 
 

ܭ =
logଵ଴ ܲ − 6

10
 

 
This extrapolates to 3 Types of civilizations (or scales) 
being attributed as Type I (producing 1016 Watts of pow-
er), Type II (producing 1026 Watts of power), Type III 
(producing 1036 Watts of power) with the current 0.73 
having an approximated power consumption of 10 tera-
watts as of 1970’s. Time dependency factor has always 
been there as regards to the development of human civi-
lizations with regards to the processing powers, the basic 
being cornered with the Moore’s law that ‘power of 
computer chips doubled every two years’ [9]. This 
statement holds true as long as we are in the attainment 
scale of HLMI but the development period shortens to 
much less than 2 years for the attainment of SHLMI 
from HLMI and much much less for AcI from SHLMI 
and thus so far. Thus, if we take the improvement de-
pendency with time ܫ,̇ the roots can be attributed like this 
fashion, 
 

ఏ̇೔ܫ =  :݁݉݅ܶ ݊݋݅ݐ݅ݏ݊ܽݎܶ

ଵߠ± ଵ݊ܽ݌ܵ

ଶߠ± ଶ݊ܽ݌ܵ

ଷߠ± ଷ݊ܽ݌ܵ

ସߠ± ସ݊ܽ݌ܵ

ହߠ± ହ݊ܽ݌ܵ

 

 
With the time transition from each successive span to the 
other being decreasing or rapid improvements like 
ହ݊ܽ݌ܵ < ସ݊ܽ݌ܵ < ଷ݊ܽ݌ܵ < ଶ݊ܽ݌ܵ < -ଵ. This dec݊ܽ݌ܵ
lination implies the machines intelligence to evolve from 
one span to another taking much less time than the pre-

ceding spans. The important point is that each roots of ߠ௜ 
contains two factors ‘ + ’ and ‘ − ‘  with the former being 
favorable to humans while the later being harmful for 
humans. It can be said with a higher degree of precession 
that from ܵ݊ܽ݌ଶ onwards the  ‘ − ‘ sign will dominates 
‘and that is very much natural’ unless we do something 
intelligent like EAMI to create a DWI for hitting the SS 
by bypassing the HS. In that case, the formal question 
arises as to: if the HS is destined to attain at some point 
around ±ߠଷ then, if we bypass HS to SS around ±ߠଷ will 
ସߠ±  and ±ߠହ  comes into existence? Well, humanity is 
not sure about that, and there lies a probability which can 
be expressed as, 
 

ଵߠ± ⟶ ଶߠ± ⟶ ଷߠ± ? ସߠ± ?  ହߠ±
 
Right now, AI is still in its infancy. It is on the verge of 
development. Different AI devices and robots are being 
developed across various parts of the world with the 
population of AI robots exceeds 10 million worldwide. 
But, the fact to consider is that the principles of AI are 
not bundled rather they are segregated. The robots that 
play chess doesn’t have the capacity to perform cleaning, 
and the robots that is tasked to cleaning couldn’t perform 
complicated surgeries. Therefore, proper bundled para-
meters of algorithm must be encapsulated in the AI ro-
bots such that, a single robot can perform many tasks at 
a more better and intelligent way than that of humans. 
Humans being held as the sole programming authority to 
AI and the way the AI is prosperising, Turin’s statement 
about a protagonist child AI bundled with several func-
tions is not too far to achieve. And if this can be 
achieved then humans through some clever computation 
can implement the classifiers of that child AI for choos-
ing or harnessing the better aspects of technology from 
its ambient aspects to implement in them for attaining 
the HLMI. However, to develop HLMI it needs a good 
deal of processing powers and automation to generate 
the goal of creating a cognition responsible for complex 
tasks like humans. HLMI can’t be solely manufactured. 
It needs to be evolved. And that evolution takes the clas-
sifiers to classify the best among best and worst and 
adopting with it in the same way just as humans have 
evolved over the period of time from apes to modern day 
intelligent mans. There lies an intrinsic shortcut for the 
AI to achieve HLMI unlike the case of humans which 
took more than 1,00,000 years from caveman to skyline-
mans. AI being equipped with the sophisticated algo-
rithms inputted by the humans can easily evolve into 
HLMI with a prospect for further development in a 
course of a much shorter time than the previous evolu-
tion from AI to HLMI. HLMI once gets successfully 
crafted in our society, their intelligence will be same as 
that of humans and they in turn can make themselves 
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more modified with a more complex super-human cogni-
tive capabilities for developing SHLMI. It is regardless 
to say that SHLMI are regardless to the aspect of human 
dominated AI. If humans let them to evolve further then 
at some point they will turn either useful or harmful for 
the humans, with the axis being inclines for being the 
more harmful parameters. Therefore, at the onset of 
HLMI, humans have to inject bruteforcely the code of 
EAMI which can be classified as (the symbolic cancella-
tion operator) we see the formula, 
 

⨂ 
஽௘௧ ఋ೔ೕ× ఉ

ఈ , ,ߚ ∃ ߙ =  ݁ݑ݈ܽݒ ݁ݒ݅ݐܽ݃݁ܰ
 
Here, ߜ௜௝ stands for the matrix of ‘݅’ rows and ‘݆’ column 
whose determinant denotes the boundary values of the 
roots as ߲ߠ௜  with the ߚ  parameter being the ‘friendly 
human algorithm being injected in the AI machine’ and 
ߙ  being the degree of the algorithm to be injected. 
Therefore, for convention the matrix ߜ௜௝ can take 2 val-
ues as, 
 

 ቀߜ௜௝ = 0 1
1 1 = ݐ݁ܦ − 1ቁ  

 ቀߜ௜௝ = 1 1
1 0 = ݐ݁ܦ − 1ቁ 

 ቀߜ௜௝ = 0 1
1 0 = ݐ݁ܦ − 1ቁ                                                    

 ቀߜ௜௝ = 1 1
1 1 =      0ቁ ݐ݁ܦ

 ቀߜ௜௝ = 0 0
0 0 =         0ቁ ݐ݁ܦ

 ቀߜ௜௝ = 0 1
0 1 =                                                                                                                           0ቁ ݐ݁ܦ

 ቀߜ௜௝ = 0 0
0 1 =          0ቁ ݐ݁ܦ

 ቀߜ௜௝ = 1 1
0 0 =         0ቁ ݐ݁ܦ

 ቀߜ௜௝ = 0 0
1 1 =                                                                                                               0ቁ ݐ݁ܦ

 ቀߜ௜௝ = 1 0
1 0 =           0ቁ ݐ݁ܦ

 ቀߜ௜௝ = 1 0
0 1 =                     1ቁ ݐ݁ܦ

 ቀߜ௜௝ = 1 0
1 1 =   1ቁ ݐ݁ܦ

 
Therefore, the matrix element being 0 and 1, in all per-
mutations it can give the determinant as −1 , 0  and 1 
where we will ignore the 0. If ߚ is taken as a negative 
value with ߙ being any negative number such that the 
large value of ߙ leads to a  lesser degrees of freedom, we 
will find the EAMI parameter if we take Det ߜ௜௝ as −1, 

then  ⨂ 
ವ೐೟ ഃ೔ೕ× ഁ

ഀ  will be negative and this denotes a can-
cellation of the negative roots of ߠ௜ where if the ‘cancel-
lation could be done on ±ߠଷ then, there will be only +ߠଷ 

which will ultimately evolve to an AcI at root +ߠସ con-
taining only the beneficial factor ‘+’ thus avoiding hit-
ting a HS although through the journey 7 ܵܵ needs to be 
cleared which acts as a way of bypassing HS in a mi-
micking SS. Therefore, a DWI can be created around 
-ସ in the way of a beneߠ+  ଷ which will transcend toߠ+
ficial AcI and furthermore into +ߠହ  as beneficial TM 
that regards for an optimal development. The transition 
from SHLMI to TM or +ߠସ to +ߠହ is difficult and as-
sumed to take place in ܭ = 3.0 scale or Type III civili-
zation. In the case of HLMI, humans will make the more 
modified machines, but from HLMI to SHLMI machines 
will reproduce to a further developed machines contain-
ing developed chips with ultra-smart hardwire and soft-
ware but, in case of TMs there will be a cocktail of Hu-
man-Machine accumulation or humans are evolved to 
function as machines, or in a word, machine itself 
doesn’t exists in hardwire form, but exists in the form of 
super-intelligent bio-fluids humans will act as a replica 
for machines where the difference between humans and 
machines faded way into a human-machine transfusion, 
that is not only hard to believe but also, hard to imagine. 
If EAMI can be properly implemented then the path to 
superintelligence can be of the form [10], 
 
ଵߠ± ⟶ ଶߠ+ ⟶ ଷߠ+ ⟶ ସߠ+ ⟶ ହߠ+ ⟶ … 
 
However, there is another parameter called 1, which we 
haven’t take into account yet. This will determine a 

backreaction on ⨂ 
ವ೐೟ ഃ೔ೕ × ഁ

ഀ  where, due to the positive 
value of 

஽௘௧ ఋ೔ೕ × ఉ
ఈ

 as ݐ݁ܦ of ߜ௜௝ with the cancellation 
occurring with the positive values of ߠ, the negative val-
ue remains same as –  the chain will continue with the ߠ
destructive superintelligence as follows, 
 
ଵߠ± ⟶ ଶߠ− ⟶ ଷߠ− ⟶ ସߠ− ⟶ ହߠ− ⟶ … 
 
Which indicates that there is scope left for the machines 
to take over humanity and the destructive superintelli-
gence throughout, that can be negated with a more tough 
parameter imposed on −ߠଶ to break the chain as we will 
locally take the value of ߙ as negative but  ߚ to be posi-
tive (where humans will inject more errors into the sys-
tem for cancellation of a destructive AI), then, the for-
mulae leads to an EAMI ‘symbolic cancellation parame-
ter’ as, 
 

(ℒ)⨂ 
஽௘௧ ఋ೔ೕ× ఉ

ఈ , ߚ ∃ = ߙ & ݁ݑ݈ܽݒ ݁ݒ݅ݐ݅ݏ݋ܲ
=  ݁ݑ݈ܽݒ ݁ݒ݅ݐܽ݃݁ܰ
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Where ℒ stands as a local function then, even if the val-
ue is 1, the machine will never give any back reaction 
and the chain continues as, 
 
ଵߠ± ⟶ ଶߠ+ ⟶ ଷߠ+ ⟶ ସߠ+ ⟶ ହߠ+ ⟶ … 
 
Thus we get a friendly AI machines to reproduce further 
without any human destruction. One thing that needs to 
be mentioned is that the DWI will be in between ±ߠଶ 
and ±ߠଷ. 
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