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Abstract

We present a novel light field microscope (LFM) hardware design which benefits from scaled productions of cameras and other

optical components. Our design has dramatically lower cost (< GBP 2000) yet only slightly compromised performance. This

novel LFM design enables transient volumetric imaging at a cellular resolution at a much lower cost.
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Abstract—We present a novel light field 

microscope (LFM) hardware design which 
benefits from scaled productions of cameras and 
other optical components. Our design has 
dramatically lower cost (< GBP 2000) yet only 
slightly compromised performance. 

Clinical Relevance—This novel LFM design 
enables transient volumetric imaging at a 
cellular resolution at a much lower cost. 
 

I. INTRODUCTION 
Conventional microscopy techniques (two-

photon, confocal microscopy) have high spatial 
resolution, but are prohibitively slow for real-time 
volumetric imaging as they require a single point 
scanned in a volume. For example, a two-photon 
microscope with an 8 kHz resonant scanner takes 
over 6 sec to scan a 1.0 x 1.0 x 0.1 mm volume [1], 
and costs over £100,000. Light field microscopy 
(LFM) is a scanless method that has been applied to 
live brain tissue imaging[3]. It enables high speed 
volumetric imaging[2]. However, state-of-the-art 
LFMs cost over £30,000, limiting the potential 
application domain. This study demonstrates an 
ultra-cheap LFM with cellular resolution (~10 um) 
and a total cost less than £2000. 

 
II. METHODS 

Our LFM follows the conventional configuration 
developed by Levoy et al. where a microlens array 
(MLA) is placed at the intermediate image plane of 
a wide field microscope and the image sensor is at 
the relay-lens-projected MLA’s back focal plane 
(see Figure 1+)[2]. Synthetic refocusing and 
deconvolution were applied to reconstruct 3D 
volumes from the captured 4D (spatial coordinates 
Sx, Sy and angular coordinates Ax, Ay) light field 
[3]. 

 

Figure 1.  The optical schematic of the light field 
microscope.   
To save cost and enable modularity, our LFM 
utilizes the UC2 toolbox[4] and replaces expensive 
metal optomechanical components with a 3D-
printed plastic cube-based framework (see Figure 
2). To further reduce the cost, cheaper optical 
components were chosen while making 
compromises on spatial resolution, field of view, 
sensor signal-to-noise ratio, and distortion 
correction. We shall now elaborate on some key 
components and image reconstruction methods. 
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Figure 2.  The photo of the light field microscope.   

USB Camera: For imaging neuron activities, the 
number and size of pixel used in [3] is redundant, 
smaller pixels are sufficient to capture neuron 
discharges, considering the high latency of 
fluorescent dyes[3]. Therefore, we used a cheaper 
CMOS camera with both lower size and smaller 
number of pixel (FLIR Chameleon 3, 1280×1024 
pixels, pixel size 4.8μm), which can replace the 
expensive one (e.g., ORCA Flash 4 V2, 2048×2048 
pixels, 6.5μm pixel size, Hamamatsu[3]). In 
addition, Chameleon 3 camera has a high frame rate 
(149 Hz), which enables fast neuron activity 
imaging. 
Microlens array(MLA): To use the camera sensor 
efficiently and have a larger aperture, an MLA 
(MLA150-5C(-M), Thorlabs) which has the 
smallest f-number among all easily available ones 
was used. The f-number of MLA is calculated to be 
27.3 from its focal length 4.1mm divided by lenslet 
pitch 150 μm[5]. To project in-focus images from 
the MLA to the image sensor of the camera, an 
achromatic pair (MAP104040-A, Thorlabs) is used 
as a relay lens in between. 
Objective lens: As we aim for cellular resolutions 
rather than the sub-cellular, an objective lens with a 
smaller magnification (20x objective lens, Olympus 
RMS20X) can be used here, while able to maintain 
sufficient lateral resolution (6.75 μm) for cellular 
imaging[3].  
To match the MLA, a 200mm-focal-length tube lens 
was used together with the objective, resulting in a 
22.2x magnification and an f-number of 27.8. See 
Supplementary materials for detailed calculations.  
A z-stage from UC2[4] was used to enable the 
objective to be translated vertically at sub-
millimeter steps. This allows live precise 
positioning of the objective to keep various samples 
in focus. 
LED: To reduce the cost of light source for 
illuminating samples, the LED in our design 
constitute 4 parts including mounted LED 
(M490L4, Thorlabs), Aspheric Condenser Lens 
(ACL25416U-A, Thorlabs), T-cube LED driver 
(LEDD1B, Thorlabs) and power supply (KPS101, 
Thorlabs). We adopted Epi-illumination where a 
dichroic mirror (DMLP505, Thorlabs) is placed at a 
45° angle and reflects the excitation signal from  



 

 
 

 

LED towards specimen while transmitting the 
emission signal towards objective lens. To save 
costs, a condenser lens (ACL25416U-A, Thorlabs) 
was used together with an adapted lens tube 
(SM1V10, Thorlabs, modified for 3D printing) to 
collimate the LED light. 
Synthetic refocusing: treating shifted sub-aperture 
images, while the shift is proportional to the 
obliquity of the viewing angle reflected as multiples 
of angular components 𝐴𝐴𝑥𝑥  and 𝐴𝐴𝑦𝑦. The refocusing 
process can be shown by the following formula: 
𝐼𝐼(𝑥𝑥,𝑦𝑦) = 𝐼𝐼�𝑆𝑆𝑥𝑥 ,𝑆𝑆𝑦𝑦� = � �ℒ �𝐴𝐴𝑥𝑥,  𝐴𝐴𝑦𝑦,  𝑆𝑆𝑥𝑥 + 𝐴𝐴𝑥𝑥(1 − 1/α),  𝑆𝑆𝑦𝑦 + 𝐴𝐴𝑦𝑦(1 − 1/α)��

𝐴𝐴𝑥𝑥, 𝐴𝐴𝑦𝑦

 

where I is the intensity at the refocused image, 
and 𝛼𝛼 is the proportion of the refocused depth with 
respect to the native focal plane[3]. The x and y 
coordinates in 𝐼𝐼 correspond to 𝑆𝑆𝑥𝑥 and 𝑆𝑆𝑦𝑦 in the LF 
domain. Uniform intensity at specific light path is 
assumed to eliminate the z-component of the LF 
domain, and thus the number of dimensions can be 
reduced[2].  

Figure 3.  (A) The camera sensor is placed at the back focal 
plane of the MLA. The LF image contains unique spatial and 
angular information about sources at (B) different depths and 
(C) angles of view. Recombining such information is 
essential for reconstructing the image at different depths from 
the focal length. Reprinted from Broxton[6] 

 
Deconvolution: an inverse tomographic method 
that restores the original 3D space from the effect of 
the filter, point spread function(PSF) that describes 
the way a microscope collects electric field at a 
small distance from the focal plane of the MLA, 
calculated at various depths[4], applying ISRA 
algorithm to maximise the likelihood function in the 
3D volume given distribution of intensity. The 
ISRA algorithm is denoted as  

𝑥𝑥𝑘𝑘+1(𝑟𝑟) = 𝑥𝑥𝑘𝑘(𝑟𝑟)
ℎ(−𝑟𝑟) ∗ 𝑦𝑦(𝑟𝑟)

ℎ(−𝑟𝑟) ∗ ℎ(𝑟𝑟) ∗ 𝑥𝑥𝑘𝑘(𝑟𝑟)
 

where 𝑥𝑥𝑘𝑘  denotes the 3D reconstruction after 𝑘𝑘-th 
iteration and convolution with ℎ(𝑟𝑟) and ℎ(−𝑟𝑟) are 
equivalent to backward (to the volumetric domain) 
and forward(to the LF domain) propagation 
respectively, which allows minimisation of error[7]. 

 
III. RESULTS 

We used the LFM to image green fluorescent 
protein (GFP) labelled neurons in fixed mouse brain 
slices, and 0.5 μm yellow-green (486nm) 
fluorescent beads. From the LFM images we 
successfully implemented both synthetic refocusing 
and deconvolution and obtained 3D image stacks 
(see Figure 4). However, in some parts of the 
images, warping and aberrations exist due to small 
misalignments and low-quality components. Cost 
wise, we reduced the cost by an order of magnitude 
while retaining basic performance and meeting 
the requirement for cellular resolution imaging 
(see Table 1 and 2).   
 

Figure 4.  Top: raw LFM image of 0.5μm fluorescent 
microbeads, Bottom: corresponding ISRA-deconvolved 
reconstructed volumetric image (31× 31 pixel, gaze size 214 
× 214 um) slice at the native focal plane with 5 iterations. 

 
 

 



 

 
 

 

 
TABLE I.  COST COMPARISON BETWEEN THE (A) 

DESIGNED MICROSCOPE+ AND (B) THE STATE-OF-THE-ART 
LFM BY QUICKE[3]  

  (a) Our 
microscope    (b) Quicke [3]    

  Components  Price Components  Price  

Camera  
CMOS: FLIR 
Chameleon®3 
USB3.0  

£361.25 

sCMOS: 
Hamamatsu 
ORCA Flash 4 
V2  

~£15,000
  

Objective
  

lens  

20X Olympus 
Plan Achromat 
Objective lens  

£353.85 25X Olympus 
Objective  

~£10,000
  

MLA 
Thorlabs 
MLA150-5C(-
M)  

£366.84 RPC photonics 
MLA-S125-f10  ~£300  

Miscellan
eous+ £863.03        ~£7,250 

Total  £1,944.97  ~£32,550  
 

TABLE II.   PARAMETER AND RESOLUTION 
COMPARISON WITH THE STATE-OF-THE-ART LFM BY 

QUICKE[3]  
  (a) Our 

microscope 
(b) Quicke 
[3] 

Paramet
ers 

Objective 
magnification   

22.2x** 25x 

Objective NA  0.4  1.0 
Pixel size 4.8 μm 6.5 μm 
Pixel per lens  32×32 45×45 
Frame rate 149 

frames/sec 
100 
frames/sec 

Resoluti
ons* 

Lateral 
resolution* 

6.75 μm 5 μm 

Axial 
resolution* 

21.18 μm 7.81 μm 

 
 

IV. DISCUSSION & CONCLUSION 
    The first version of our ultra-cheap LFM design 
already functions at cellular spatial resolution and 
more than 100 Hz temporal resolution, though with 
some deficiencies, including (1) compromised 
spatial and axial resolutions and (2) warping and its 
induced aliasing and distortion. Future 
development of the platform will be aimed at 
mitigating these issues. For the hardware, (1) 
increase number of available microlenses in the 
field of view, (2) improve precision and reliability 
of the translation mechanism of cube inserts and 
sample/objective stage, and (3) design a vertical 
configuration and use mirrors to make the 

assembly more compact. To further improve the 
volumetric reconstruction, image post-processing 
to de-warp and de-alias may help. We could also 
complement LFM images with other imaging 
modalities (e.g. 2-photon or confocal microscopy) 
by image fusion using deep learning and further 
image post-processing. 

Supplementary Materials 
    More detailed methodologies and CAD files can 
be found via the link below.  
https://github.com/schultzlab/ultra-cheap-light-
field-microscope/ 
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