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Abstract

This paper adopts a novel reflection amplifiers surface (RAS) to suppress the co-channel interference in the spatial domain.

The RAS can reflect and amplify the electromagnetic wave with phase shifts by designing the reflection coefficients, which

enables it more flexibly reconfigure the wireless propagation environment, and even suppress interference channel gain. In this

paper, a transmitter and an interferer send the desired signal and interference to the receiver, respectively, and a RAS is placed

to suppress the unknown interference. First, we design the reflection coefficients for optimizing the interference suppression

ratio, and prove that when the number of reflection amplifiers is greater than the number of antennas at the interferer, the

interference can be perfectly suppressed. Next, a capacity maximization problem is formulated to design the optimal reflection

coefficients, and an iterative algorithm based on fractional programming and the convex-concave procedure is proposed to

obtain the solution for this problem. Moreover, the closed-form expression of the maximal capacity is obtained in the strong

interference power case. In addition, this paper shows the upper and lower boundaries of the maximal capacity and discusses

what kind of the channel conditions achieve the upper and lower boundaries. Lastly, the above results are generalized to the

multiple interferer scenario.
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I. INTRODUCTION

In the practical wireless communication scenarios, there is an almost inevitable issue that the

receivers suffer co-channel interference from the interferers [1]–[7]. For instance, in the 5G ultra-

dense cellular networks, considering the shortage of spectrum resources, it is deemed inevitable

that the different base stations (BSs) work at the same time-frequency range, i.e., frequency

reuse. Besides, the ultra-dense and small cell concept implies that the cell edge mobile users

are close to the adjacent cell BSs [1]. Thus, they will suffer the co-channel interference from

the adjacent cell BSs [2]. In addition, full-duplex technology brings the self-interference, which

is also a pretty typical co-channel interference [3]. Moreover, except for the civilian areas, in

confrontational battlefield environments, the military communication devices not only have a

high probability of receiving the interference from hostile jamming interferers, but also may be

jammed by the non-malicious non-stationary command post-co-site interference [4]–[7]. The co-

channel interference will significantly reduce the signal to interference plus noise ratio (SINR),

and thus raises the bit error rate or drops the achievable rate. As a result, it is hard to satisfy

the demand of the higher data rate and high quality in wireless communications.

A. Conventional Interference Suppression Technique

Considering the mentioned issues in realistic communication scenarios, the co-channel inter-

ference suppression techniques, i.e., interference cancellation (IC) and interference alignment

(IA), have been received widespread concern [8]–[15]. The conventional IC technique is to

regenerate the interference signal and then subtract it from the received signals in the radio

frequency (RF) and digital domains. However, it implies that the receiver must know the reference

interference in advance, which is impractical in many wireless communication scenarios [8]–[10].

Furthermore, the receiver needs to estimate and reconstruct the interference channel by taps [9],

[10]. Unfortunately, for the multiple antenna systems, the complexity of the interference channel

reconstruction (i.e., the number of taps for channel reconstruction) in RF domain geometrically

grows with the number of the antennas [10].

Therefore, the IA technique, which is a spatial domain interference suppression method, is

proposed in multiple antennas communication systems [11]–[15]. The interferers design the
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precoding matrixes to regulate the interference vector falling into the interference subspace at

the receiver while ensuring the desired signal vector is independent of interference subspace.

Then, the receiver designs its filter matrix to zero-force the interference without desired signal.

Comparing with IC, the IA technique allows receivers to be unknown about the interference

signal. On the other hand, since the IA technology requires each interferer to design the precoding

matrix, these interferers should cooperate with the receivers, which is difficult to be realized

in many scenarios, especially for the cases with non-cooperative or hostile interferers [16].

Even though the interferers are partners, there is a trade-off between aligning interference and

enhancing the desired signal for the interferers since interferers are also transmitters in some

cases [17]. Moreover, under some channel conditions [17], the interferers or the receivers cannot

find the appropriate precoding or unitary filter matrixes to zero-force the interference.

B. Interference Suppression by Reconfigurable Intelligent Surface (RIS)

To overcome the shortcomings of the conventional interference suppression methods, a novel

device, i.e., reconfigurable intelligent surface, is proposed to suppress the co-channel interference

[18]–[20]. The reconfigurable intelligent surface (RIS) consists of many passive reflectors, each

of which can reflect the electromagnetic wave with the phase shift. Thus, the RIS can reflect the

scattering interference with the phase shift to partly cancel the interference on the direct link in the

spatial domain. In other words, the RIS is an approach to partly reconfiguring the channel of the

interferer-RIS-receiver link, thereby partly controlling the interference propagation environment.

Since the interference signal is suppressed by reducing the interference channel gain rather than

designing the precoding matrixes at interferers, this way does not need the cooperation of the

interferers and acquisition of the interference signal in advance. Moreover, the RIS does not need

the complex RF chain, and thus it can be easily decorated in many places [21]. However, the

RIS as a passive device cannot actively adjust the amplitude of the electromagnetic wave [21].

It indicates that the RIS cannot fully modify the channel of the interferer-RIS-receiver link, and

the flexibility of controlling the interference propagation environment is limited. Therefore, the

effectiveness of the interference suppression highly depends on the locations of the transmitters,

interferers, receivers, and RIS. It is almost impossible that the RIS perfectly suppresses the

interference in most communication scenarios. Inspire by the advantages and flaws of the RIS,

this paper adopts a state-of-the-art active RIS, i.e., reflection amplifiers surface (RAS), to suppress

the interference.

August 20, 2021 DRAFT
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C. The Concept of Interference Suppression via RAS

The RAS equips with multiple reflection amplifiers, where the reflection amplifiers can reflect

and amplify the electromagnetic wave with the phase shift. The amplification capability of

the reflection amplifier is mainly due to its negative resistance component, i.e., tunnel diode,

which can convert direct current (DC) bias power into the RF power, thereby amplifying the

received electromagnetic wave [22]. The reflection amplifier has been widely used in backscatter

communications [22]–[24]. Similar to the passive reflectors at RIS, the amplifier reflectors do not

have a complex RF chain, and thus they can be deployed on a surface in abundance. Therefore,

the authors in [25] first proposed the RAS concept to assist wireless communications, where

the RAS reflects and amplifies the scattering signal with phase shifts to increase the achievable

rate. Comparing with RIS, the RAS offers more flexibility to adjust the wireless propagation

environment. Therefore, the RAS is a perfect device to reconfigure the interference propagation

environment.

The RAS-based interference suppression approach is to adjust the interferer-RAS-receiver

channel vector that has the same norm as the interferer-receiver channel vector but in the opposite

direction. It will lead the interference channel gain to become zero, thereby perfectly suppressing

the interference. From the point of the interference signal, the RAS utilizes the modified scattering

interference to counteract the interference on the direct path in the spatial domain to achieve

“exploiting interference to suppress itself”. The RAS-based approach is applicable to cases

with the non-cooperative interferer, since this approach does not depend on the interferer. In other

words, the interferer can arbitrarily design its signal (e.g., precoding matrix) without affecting

the receiver.

Furthermore, the RAS not only can suppress the interference channel gain, but also can

strengthen the transmission channel gain (i.e., the transmitter-RAS-receiver and transmitter-

receiver links). Thus, it is also a fantastic way to improve the SINR and the capacity of the

communication in the presence of interferer. Notice that a tradeoff may exist between the

transmission channel gain enhancement and the interference channel gain suppression in some

channel conditions. It brings more challenges in the reflection coefficients design on the RAS.

D. Summary of Main Results

In this paper, we propose a co-channel interference suppression approach based on RAS. In

this system model, a transmitter with multiple antennas sends the signal to the receiver in the
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presence of the multiple antennas interferers. A RAS consisting of reflection amplifiers is installed

near the receiver to suppress the interference and enhance the desired signal by designing its

reflection coefficients. These channel models for the proposed wireless communication can be

equivalent to a multiple-input single-output (MISO) channel in the interference system, where

the transmission and interference links can both be controlled by the RAS. Thus, it is crucial

to find the reflection coefficient designs for improving the performance of the equivalent MISO

channel in the interference system.

The main contributions are summarized as follows:

• First, the reflection coefficients are designed to optimize the interference suppression ratio

(ISR). The ISR minimization problem can be transformed into a least-squares problem,

which is convex and thus can be solved. In addition, we prove that when the number of

reflection amplifiers is greater than the number of antennas at the interferers, the interference

can be perfectly suppressed. Even though the number of reflection amplifiers is less than

the number of antennas at the interferers, the diversity order of the interferer-receiver link

can be effectively counteracted by the RAS.

• Then, we formulate a channel capacity maximization problem for the RAS-assisted com-

munication in the presence of the interferer to design the optimal reflection coefficients

so that RAS can enhance the desired signal and suppress the interference, simultaneously.

Since this problem is non-convex, we proposed an iterative algorithm based on the fractional

programming and convex-concave procedure (CCP) method to solve it.

• Moreover, to acquire deeper insights on the capacity characterization, we obtain the closed-

form expression for the maximal capacity with interference in the strong interference power

case. It concludes that optimizing the ISR is almost equivalent to maximize the capacity in

the strong interference power case. Then, we show the upper and lower boundaries of the

maximal capacity with interference, and then discuss what kind of the channel conditions

can achieve them and show the corresponding optimal reflection coefficients design.

• Finally, this paper generalizes the above results to the multiple interferers scenario. We

prove that if the number of reflection amplifiers is greater than the total numbers of the

antennas at all interferers, the interferences can be perfectly suppressed. The proposed

iterative algorithm is also be used for the multiple interferers scenario. We also present

the upper and lower boundaries of the maximal capacity with interference for the multiple

interferers scenario.

August 20, 2021 DRAFT
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Fig. 1. Block diagram of a reflection amplifier.

The structure of this paper is organized as follows. Section II introduces the RAS in brief,

and presents the signal model. Section III designs the reflection coefficients for minimizing the

ISR. Section IV designs the reflection coefficients for maximizing the capacity, and analyzes the

capacity characterization. Section V extends the results to multiple interferers scenario. Section

VI numerical results are presented to show the performances. Section VII concludes our works.

Notation: a is a vector, A is a matrix. ‖a‖ is Euclidean norm of a. AH and A−1 denote

Hermitian transpose and pseudo-inverse of A, respectively. diag (a) is a diagonal matrix with

the entries of a on its main diagonal. CN×M denotes the set of all N × M complex-valued

matrices. IN represents N ×N identity matrix. 0M×N represents M ×N null matrix. j ,
√
−1

is the imaginary unit.

II. SYSTEM MODEL

This paper proposes a RAS-based co-channel interference spatial domain suppression approach

in wireless communication. Before we introduce the signal model of the proposed communication

system, we first show how the revolutionary device, i.e., RAS, works in brief.

A. Preliminary

The RAS consists of multiple reflection amplifiers, each of which can reflect and amplify

the electromagnetic wave with the phase shift. The block diagram of a reflection amplifier is

shown in Fig. 1 [22]. The reflection coefficient of the reflection amplifier is determined by the

impedance of its antenna and load:

α =
ZL − ZA
ZL + ZA

, (1)
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Fig. 2. RAS-assisted communication in presence of an interferer.

where ZL and ZA are impedances of the load and the antenna, respectively. First, the impedance

of the antenna is characterized by

ZA = RA + jXA, (2)

where the real part RA > 0 and the imaginary part jXA represent the resistance and the

reactance of the antenna, respectively. Then, at the cost of a certain amount of biasing voltage,

the impedance of the load is characterized by

ZL = −RL + jXL, (3)

where the real part −RL < 0 and the imaginary part jXL represent the negative resistance and

the reactance of the load, respectively. It is worth noticing that the load shows the negative

impedance characteristic, due to negative resistance effect of the tunnel diode in the load. Thus,

it can be observed that the reflection gain is greater than 1:

|α|2 =
(RL +RA)2 + (XL +XA)2

(RL −RA)2 + (XL +XA)2 > 1. (4)

By modulating the load impedance, the reflection amplifier can control the reflection coefficient.

In fact, the amplification capability is due to the fact that the load converts the DC biasing power

into the RF power. Moreover, since the reflection amplifier cannot support the high reflection

gain for the high input power of the signal, the RAS should be placed near the receiver and far

away from the interferer and the transmitter.

August 20, 2021 DRAFT
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B. Signal Model

As illustrated in Fig. 2, a transmitter with multiple-antennas transmits the desired signal vector

xT ∈ CMT×1 to the receiver with single antenna, where MT is the number of antennas at

the transmitter. At the same time, an interferer sends the interference vector xT ∈ CMI×1 to

the receiver, where MT is the number of antennas at the interferer. In order to suppress the

interference, a RAS with N reflection amplifiers is installed near the receiver. The received

signal at the receiver is given as

y =tHT xT + tIxI + gHΦ (HTxT + HIxI + z1) + z0 (5)

=
(
tHT + gHΦHT

)
xT︸ ︷︷ ︸

Desired Signal

+
(
tHI + gHΦHI

)
xI︸ ︷︷ ︸

Interference

+ gHΦz1 + z0︸ ︷︷ ︸
Noise

, (6)

where tHT ∈ C1×MT is the channel vector between the transmitter and the receiver; tHI ∈ C1×MI

is the channel vector between the interferer and the receiver; HT ∈ CN×MT is the channel

matrix between the transmitter and the RAS; HI ∈ CN×MI is the channel matrix between the

interferer and the RAS; gH ∈ C1×N is the channel vector between the RAS and the receiver;

Φ = diag [α1, α2, · · · , αN ] ∈ CN×N is a diagonal matrix denoting the reflection coefficients of

the reflection amplifiers at the RAS, αn indicates the phase shift and the amplitude amplifying for

the received signals at n-th reflection amplifier; z0 is the circularly symmetric complex Gaussian

(CSCG) noise with zero mean and variance σ2 at the receiver; and z1 is the CSCG vector with

CN (0, σ2I) in the RAS.

CT = GHT denote the cascaded channel from the transmitter to the receiver via RAS and

CI = GHI to represent the cascaded channel from the interferer to the receiver via RAS, where

G = diag(g). We define a = [α1, α2, · · · , αN ]T . Then, signal model (6) is equivalent to

y =
(
tHT + aHCT

)
xT︸ ︷︷ ︸

Desired Signal

+
(
tHI + aHCI

)
xI︸ ︷︷ ︸

Interference

+ aHGz1 + z0︸ ︷︷ ︸
Noise

. (7)

Remark 2.1: Based on (7), we can observe that the channel coefficients of the transmission

and interference links and can both be controlled by the reflection coefficient a. Thus, the

interference signal can be suppressed by zero-forcing interference channel gain. Notice that this

spatial domain interference suppression scheme does not know the interference signal xI .

Remark 2.2: It is different from the conventional IA that the RAS is to suppress the interference

channel gain without the signal design at the interferer (e.g., the precoding matrixes design at

August 20, 2021 DRAFT
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the interferer). Thus, without loss of generality, the worst case of covariance matrix of the

interference vector xI given as Q∗I = PI
(tI+HH

I ΦHg)(gHΦHI+tHI )
‖gHΦHI+tHI ‖

2 is considered in the rest of this

paper [26], [27], where PI = E
{
xHI xI

}
is the interference power. Under this covariance matrix,

the power of the received interference is maximal.

III. REFLECTION COEFFICIENTS DESIGN FOR ISR

RAS can effectively suppress the interference by controlling the channel conditions of inter-

ference links via reflection coefficients. Thus, in this section, the reflection coefficients design is

considered for suppressing the interference. We firstly formulate an ISR minimization problem,

which is convex. Then, the optimal reflection coefficients design is obtained for this problem.

For some cases, the optimal reflection coefficients design is closed-form.

A. ISR Minimization Problem

First, the maximal power of the received interference without RAS is given as PI
∥∥tHI ∥∥2,

and when the RAS is installed, the maximal power of the received interference is rewritten as

PI
∥∥tHI + aHCI

∥∥2 [28]. Thus, we can obtain the ISR:

G (a) =
PI
∥∥tHI + aHCI

∥∥2

PI ‖tHI ‖
2 . (8)

Obviously. the lower ISR implies the better interference suppression performance. Thus, an ISR

minimization problem is formulated as

(P1) min
a

G (a) (9)

s.t. |αn| ≤ αmax, n = 1, · · · , N, (10)

where αmax > 0 is the maximum amplitude that the reflection amplifier can provid.

B. Reflection Coefficients Design for Problem (P1)

Problem (P1) is quadratic optimization problem, and thus optimally numerical solution can

be solved by the CVX tool. In order to obtain the optimal closed-form solution for some special

cases. We first investigate the unconstrained problem of Problem (P1):

(P1*) min
a

G (a) , (11)

August 20, 2021 DRAFT
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which is a least-squares problem. The least-squares problem may has multiple optimal closed-

form solutions, i.e., least-squares solutions. We define solution set of Problem (P1) as Ψ. To

satisfy constraint condition (10) as best as we can, we choose the minimal norm solution of

least-squares solutions as the optimal reflection coefficients design for Problem (P1*), which is

denoted by

â = arg min
a∈Ψ
{‖a‖} . (12)

The form of the minimal norm solution â is given as [29]

â = −DH
(
DDH

)−1 (
BHB

)−1
BHtI (13)

where D ∈ Cr×N
r and B ∈ CMI×r

r are obtained by the full rank decomposition for CH
I , i.e.,

CH
I = BD, and r is the rank of CH

I .

After obtaining the optimal reflection coefficients design â for Problem (P1*), we verify that â

whether satisfies constraint condition (10): 1) If â satisfies constraint condition (10), â is optimal

reflection coefficients design for Problem (P1); 2) if â does not satisfy constraint condition (10),

â is not the optimal reflection coefficients design for Problem (P1), and the optimal reflection

coefficients design for Problem (P1) is computed by CVX tool. The details are summarized in

Algorithm 1.

Algorithm 1 Proposed Algorithm for Problem (P1)
Input: tI and CI .
Output: a∗.

1: Do full rank decomposition for CH
I = BD;

2: Compute â by (13);
3: if The amplitude of each element of â is greater than αmax then
4: Compute a∗ by CVX tool;
5: else
6: Let a∗ = â.
7: end if

Remark 3.1: Here, we discuss the complexity of Algorithm 1. First, the complexity of com-

puting â is mainly due to the calculations of full rank decomposition for CH
I and (13), whose

complexities are O (MIN
2) and O (Nr2 +MIr

2 + rMIN). It follows that the complexity of

computing â is given as O (Nr2 +MIr
2 + rMIN +MIN

2). If â does not satisfy constraint

condition (10), we compute a∗ by the CVX tool [30], whose complexity is given as O (N2S),

August 20, 2021 DRAFT
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where S is the number of iterations.

C. Minimal ISR of Special Cases

In this subsection, we show the expressions of the minimal ISR for two special cases and

discuss the diversity order.

Row Full Rank Case: If CH
I is row full rank, i.e., N ≥ MI = r, and supposing constraint

condition (10) is satisfied, the optimal reflection coefficients design for Problem (P1*) given in

(13) can be rewritten as

â = −CI

(
CH
I CI

)−1
tI . (14)

For this case, the optimal value for Problem (P1*) is minaG (a) = 0, which implies that the

interference can be completely suppressed.

Column Full Rank Case: If CH
I is column full rank, i.e., MI ≥ N = r, and supposing

constraint condition (10) is satisfied, the optimal reflection coefficients design for Problem (P1*)

given in (13) can be rewritten as

â = −
(
CIC

H
I

)−1
CItI . (15)

Moreover, we discuss the optimal value of Problem (P1*) under the column full rank case. First,

we define t̄I = VH
I tI = [t̄1, t̄2, · · · , t̄MI

], where VH
I ∈ CMI×MI is an unitary matrix obtained

by the singular value decomposition (SVD) of CI , i.e., CI = UIΣIV
H
I and ΣI ∈ CN×MI is

a rectangular matrix whose diagonal elements are non-negative real numbers and whose other

elements are zero. Then, the optimal value under column full rank case is given as the following

proposition.

Proposition 3.1: The optimal value of Problem (P1*) under the column full rank case is given

as

min
a
G (a) =

∑MI

m=N+1 |t̄m|
2

‖t̄HI ‖
2 . (16)

Proof: See Appendix A.

Remark 3.2: From Proposition 3.1, we obtain the minimal ISR under column full rank case.

It can be observed that the minimal amount of diversity for interference links
(
tHI + aHCI

)
is

(MI −N)+. Since without RAS, the amount of diversity for tHI is MI , the decreased amount of

August 20, 2021 DRAFT
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diversity for tI is equal to the number of reflection amplifiers N . When the number of reflection

amplifiers is greater than the amount of diversity for tI , the amount of diversity is zero, i.e.,

row full rank case.

IV. REFLECTION COEFFICIENTS DESIGN FOR CAPACITY WITH INTERFERENCE

The RAS not only can suppress the interference links but also reconfigure the transmission

links. Thus, only focusing on suppressing the interference may decrease the desired signal.

Considering this issue, this section designs the reflection coefficients for the capacity of the

RAS assisted communication with an interferer. We first formulate a capacity maximization

problem. Then, since the proposed problem is non-convex, we adopt fractional programming

and the CCP method to solve it.

A. Capacity Maximization Problem

Based on the signal model (7), for the fixed reflection coefficients a, the capacity of the

RAS-assisted communication system with interference is given as [26], [27]

C (a) = log

(
1 +

PT
∥∥tHT + aHCT

∥∥2

PI ‖tHI + aHCI‖
2

+ σ2 ‖aHG‖2 + σ2

)
, (17)

where PT = E
{
xHT xT

}
is the transmission power at the transmitter. Obviously, the capacity of

the RAS assisted communication with an interferer depends on the reflection coefficients a. To

obtain the optimal reflection coefficients a∗ for both interference suppression and desired signal

enhancement, a capacity maximization problem is formulated as

max
a

C (a) (18)

s.t. (10).

Since the function log (·) is monotonically increasing, the capacity maximization is equivalent

to SINR maximization, i.e.,

(P2) γ∗ = max
a

PT
∥∥tHT + aHCT

∥∥2

PI ‖tHI + aHCI‖
2

+ σ2 ‖aHG‖2 + σ2
(19)

s.t. (10),

August 20, 2021 DRAFT
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where γ∗ is the optimal value for Problem (P2). It is obvious that constrain (10) for Problem

(P2) is convex; however, the objective function (19) is non-convex. Thus, Problem (P2) is non-

convex. The optimal reflection coefficients a∗ cannot be directly computed by a standard and

effective method.

B. Reflection Coefficients Design for Problem (P2)

Since Problem (P2) is non-convex, we solve Problem (P2) by fractional programming and

CCP method [31].

First, we formulate Problem (P2*):

(P2*) f (γ) = min
a

γ
(
PI
∥∥tHI + aHCI

∥∥2
+ σ2

∥∥aHG
∥∥2

+ σ2
)
− PT

∥∥tHT + aHCT

∥∥2
(20)

s.t. (10),

and define a(γ) as the solution for Problem (P2*) with fixed γ.

Lemma 4.1: The maximal value γ∗ is the root of equation f (γ) = 0. When γ = γ∗, Problems

(P2) and (P2*) own same optimal solution, i.e., a∗ = a(γ∗).

Proof: Please see [32].

Remark 4.1: It is observed that f (γ) is monotonically increasing with γ. Therefore, we can

obtain f (γ) = 0 by bisection search over γ. In each iteration, we solve Problem (P2*) for the

fixed γ. Accordingly, we will focus on Problem (P2*) in the sequel.

1) Solving Problem (P2*) by CCP method: However, Problem (P2*) is still non-convex, since

the first item of the objective function in (20) is convex and the second item of the objective

function in (20) is concave. Thus, it cannot be directly solved either by a standard method.

Considering the convex-concave structure of the objective function in (20), we adopt the CCP

method to dispose it.

Next, we show how to solve Problem (P2*) by the CCP method. The CCP method is an

iterative approach. In each iteration, we solve an approximation of Problem (P2*). The optimal

solution of the approximation problem is considered as a parameter for the approximation

problem in the next iteration. In the i-th iteration, by linearizing the second item of (20),

i.e., −PT
∥∥tHT + aHCT

∥∥2, the objective function in (20) for Problem (P2*) can be linearly

approximated as

g (a, ai−1) =γ
(
PI
∥∥tHI + aHCI

∥∥2
+ σ2

∥∥aHG
∥∥2

+ σ2
)
− 2PT

(
aH − aHi−1

) (
CTCH

T ai−1 + CT tT
)
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+ PT
∥∥tHT + aHi−1CT

∥∥2
, (21)

where ai−1 is the optimal solution at the (i−1)-th iteration, i.e., the previous iteration. Obviously,

for the fixed ai−1, the function g (a, ai−1) is convex over a. Based on (21), we obtain the following

problem

(P2*-i) ai = arg min
a
g (a, ai−1)

s.t. (10),

where ai is the optimal solution at the i-th iteration, and it can be computed by CVX tool [30].

Finally, ai will converge a local optimal solution for Problem (P2) over i [31].

2) Algorithm Summary: Based on above discussions, a two-level iterative algorithm is summa-

rized in Algorithm 2 to search a feasible solution to Problem (P2). For inter-level, we adopt CCP

method to solve Problem (P2*) for the fixed γ. In each iteration of CCP method, we compute ai

by CVX [30] and ai−1 which is obtained at the previous iteration. For the outer-level, we rely

a(γ) obtained in the inner iteration to compute f (γ). Since f (γ) is a monotonically increasing

function of γ, γ∗ and a∗ can also be obtained by the bisection research.

Algorithm 2 Proposed Algorithm for Problem (P2)
Input: tT , HT , tI , HI , g, PT , PI , the error tolerances δ1 > 0 and δ2 > 0. ai represents the

output of the i-th inner iteration, and a(γj) represents the j-th outer iteration.
Output: a∗.

1: while |γj − γj−1| > δ1 do
2: while ‖ai − ai−1‖ > δ2 do
3: Compute ai+1 = arg mina g (a, ai) by CVX tool;
4: end while
5: Let a(γj) = ai;
6: Compute f (γj) by a(γj);
7: if f (γi) > 0 then
8: Let γi+1 = γi+γup

2
and γlow = γi;

9: else
10: Let γi+1 = γi+γlow

2
and γup = γi;

11: end if
12: end while
13: Let a∗ = a(γj).

Remark 4.2: The complexity of Algorithm 2 is mainly due to the calculations of ai, whose

complexity is O ((N2 +N)S) obtained by [30], where S is the number of iterations for CVX.

Then, the numbers of the inner and outer iterations are I and J , respectively, and thus the
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complexity of Algorithm 2 is given as O ((N2 +N)SIJ). In addition, the CCP and bisection

method are both rapidly convergent [31], and thus the convergence rate of the Algorithm 2 is at

least linear form.

C. Capacity Characterization Analysis

In the above subsection, we propose Algorithm 2 to optimize the capacity with interference.

However, it loses some intuitions for the performances of the RAS assisted wireless commu-

nication with the interferer since we cannot obtain the closed-form expression of the maximal

capacity with interference. Thus, this subsection firstly analyzes the capacity characterization in

the strong interference power case, and then discusses the upper and lower boundaries of the

maximal capacity with interference.

1) Strong Interference Power Case: Firstly, we consider a special case, i.e., strong interference

power case, by letting PI →∞.

Proposition 4.1: When CI is a full rank matrix and PI →∞, the optimal reflection coefficients

for ISR minimization problem, i.e., a∗ = −
(
CH
I

)−1
tI , is the same with that for capacity

maximization problem. The corresponding maximal capacity with interference is given as

maxC (a) = log

(
1 +

PT
∥∥tHT − tHI C−1

I CT

∥∥2

σ2
∥∥tHI C−1

I G
∥∥2

+ σ2

)
. (22)

Proof: Since CI is a full rank matrix, equation CH
I a + tI = 0 owns the unique solution

a∗ = −
(
CH
I

)−1
tI , which is the optimal solution for Problem (P1). Thus, If a 6= −

(
CH
I

)−1
tI ,

it leads
∥∥tHI + aHCI

∥∥2
> 0, thereby PI

∥∥tHI + aHCI

∥∥2 →∞. It follows C (a) = 0. Conversely,

If a = −
(
CH
I

)−1
tI , we can obtain C (a) = log

(
1 +

PT‖tHT −tHI C−1
I CT‖2

σ2‖tHI C−1
I G‖2+σ2

)
> 0. Thus, a∗ =

−
(
CH
I

)−1
tI is the optimal solution for Problem (P2).

Remark 4.3: Proposition 4.1 indicates that under the strong interference power case (e.g., self-

interference), optimizing the ISR is almost equivalent to maximize the capacity with interference.

In other words, the RAS only needs to focus on interference suppression in the strong interference

power case.

2) Upper Boundary: First, we show the upper boundary of the maximal capacity under the

high SNR regime (e.g., the power of the desired signal and interference is high, or the distance

between the transmitter and receiver is short).
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Lemma 4.2: When σ2
∥∥gH∥∥2 � PTλ

2
T,max, the upper boundary of the maximal capacity with

interference is given as

maxC (a) ≤ log

1 +
PT

(
λ2
T,maxα

2
maxN + 2λT,maxαmax

√
N
∥∥tHT ∥∥+

∥∥tHT ∥∥2
)

Nα2
maxσ

2 ‖gH‖2 + σ2

 , (23)

where λT,max is the maximal singular value of CT .

Proof: It is obvious that

PT
∥∥tHT + aHCT

∥∥2

PI ‖tHI + aHCI‖
2

+ σ2 ‖aHG‖2 + σ2

≤
PT

(
aHCTCH

T a + 2tHT CH
T a +

∥∥tHT ∥∥2
)

σ2 ‖aHG‖2 + σ2

≤
PT

(
λ2
T,max

∥∥aH∥∥2
+ 2λT,max

∥∥tHT ∥∥2 ∥∥aH∥∥+
∥∥tHT ∥∥2

)
σ2 ‖aHG‖2 + σ2

(24)

≤
PT

(
λ2
T,maxα

2
maxN + 2λT,maxαmax

√
N
∥∥tHT ∥∥+

∥∥tHT ∥∥2
)

Nα2
maxσ

2 ‖gH‖2 + σ2
, (25)

where

• (24) is due to aHCTCH
T a ≤ λ2

T,max

∥∥aH∥∥2 and tHT CH
T a ≤ λT,max

∥∥tHT ∥∥2 ∥∥aH∥∥ [29];

• (25) is due to
∥∥aH∥∥2 ≤ α2

maxN from (10) and σ2
∥∥gH∥∥2 � PTλ

2
T,max.

Based on (25), (23) is obtained.

Then, we discuss what kind of channel conditions can achieve the upper boundary and the

corresponding optimal reflection coefficients design. By the SVD, we obtain CT = UTΣTVH
T .

Without loss of generality, the singular values of CT are given as λT,1 ≥ λT,2 ≥, · · · ,≥ λT,r

and please notice that λT,max = λT,1. At the same time, the singular values of CI are given

as λI,1 ≥ λI,2 ≥, · · · ,≥ λI,r. Based on the above definitions, we can obtain the following

proposition.

Proposition 4.2: Under the channel conditions of tHT = [‖tT‖ , 0, 0, · · · ] VH
T , UT = −UI , and

tHI =
[
λI,1αmax

√
N, 0, 0, · · ·

]
VH
I , the maximal capacity with interference is given as

maxC (a) = log

1 +
PT

(
λ2
T,maxα

2
maxN + 2λT,maxαmax

√
N
∥∥tHT ∥∥+

∥∥tHT ∥∥2
)

Nα2
maxσ

2 ‖gH‖2 + σ2

 , (26)
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and the corresponding optimal reflection coefficients design is given as

a∗ = UT

[√
Nαmax, 0, 0, · · ·

]H
. (27)

Proof: See Appendix B.

Remark 4.4: From Proposition 4.2, we conclude that

• Under the above special channel condition, in order to achieve the upper boundary of the

maximal capacity, the RAS must adjust the direction of the transmitter-RAS-receiver channel

vector CH
T a∗ to be the same with the direction of the transmitter-receiver channel vector

tT , and the proof is given as

CH
T a∗ =VTΣH

T

[√
Nαmax, 0, 0, · · ·

]H
=VT

[
λT,max

√
Nαmax, 0, 0, · · ·

]H
=
λT,max

√
Nαmax

‖tT‖
VT [‖tT‖ , 0, 0, · · · ]H

=
λT,max

√
Nαmax

‖tT‖
tT . (28)

This is to say that CH
I a∗ is parallel to tT being optimal.

• Under the special channel condition, it is optimal that the RAS adjusts the interferer-RAS-

receiver channel vector CH
I a∗ that has the same norm as the interferer-receiver channel

vector tI but in the opposite direction Its proof is given as

CH
I a∗ =VIΣ

H
I UH

I UH
T

[√
Nαmax, 0, 0, · · ·

]H
=−VI

[
λI,1αmax

√
N, 0, 0, · · ·

]H
=− tI . (29)

• Under the special channel condition, when N → +∞, maxC (a), we have

maxC (a)→ log

(
PTλ

2
T,max

σ2 ‖gH‖2

)
. (30)

3) Lower Boundary: Then, we discuss the lower boundary of the maximal capacity with

interference and show what kind of channel conditions that the maximal capacity can only reach

the lower boundary.
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Lemma 4.3: When tHT = [‖tT‖ , 0, 0, · · · ] VH
T , the lower boundary of the maximal capacity

with interference is given as

maxC (a)

≥

1 +
PT

(
λ2
T,maxα

2
maxN + 2λT,maxαmax

√
N
∥∥tHT ∥∥+

∥∥tHT ∥∥2
)

PI

(
λ2
I,maxα

2
maxN + 2λI,maxαmax

√
N ‖tHI ‖+ ‖tHI ‖

2
)

+Nα2
maxσ

2 ‖gH‖2 + σ2

 ,

(31)

where λI,max is the maximal singular value of CI .

Proof: When tHT = [‖tT‖ , 0, 0, · · · ] VH
T , it follows that

max
a

PT
∥∥tHT + aHCT

∥∥2

PI ‖tHI + aHCI‖
2

+ σ2 ‖aHG‖2 + σ2

≥
maxa PT

∥∥tHT + aHCT

∥∥2

PI

(
λ2
I,maxα

2
maxN + 2λI,maxαmax

√
N ‖tHI ‖+ ‖tHI ‖

2
)

+Nα2
maxσ

2 ‖gH‖2 + σ2
(32)

=
PT

(
λ2
T,maxα

2
maxN + 2λT,maxαmax

√
N
∥∥tHT ∥∥+

∥∥tHI ∥∥2
)

PI

(
λ2
I,maxα

2
maxN + 2λI,maxαmax

√
N ‖tHI ‖+ ‖tHI ‖

2
)

+Nα2
maxσ

2 ‖gH‖2 + σ2
, (33)

where

• (32) is due to aHCIC
H
I a ≤ λ2

I,max

∥∥aH∥∥2 ≤ λ2
I,maxα

2
maxN and tHI CH

I a ≤ λI,max

∥∥tHI ∥∥∥∥aH∥∥ ≤
λI,maxαmax

√
N [29];

• (33) is due to the fact that by the same ideas as the proof of Proposition 4.2, when tHT =

[‖tT‖ , 0, 0, · · · ] VH
T , it follows maxa

∥∥tHT + aHCT

∥∥2
= λ2

T,maxα
2
maxN+2λT,maxαmax

√
N
∥∥tHT ∥∥+∥∥tHI ∥∥2.

Then, we show a special channel condition that only the lower boundary can be reached.

Proposition 4.3: Under the channel conditions of tHT = [‖tT‖ , 0, 0, · · · ] VH
T , CT = CI , and

tHT = tHI , the maximal capacity with interference is given as

maxC (a)

=

1 +
PT

(
λ2
T,maxα

2
maxN + 2λT,maxαmax

√
N
∥∥tHT ∥∥+

∥∥tHT ∥∥2
)

PI

(
λ2
I,maxα

2
maxN + 2λI,maxαmax

√
N ‖tHI ‖+ ‖tHI ‖

2
)

+Nα2
maxσ

2 ‖gH‖2 + σ2

 ,

(34)
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and the corresponding optimal reflection coefficients design is given by (27).

Proof: See Appendix C.

Remark 4.5: From Proposition 4.3, we obtain that under the channel conditions of tHT =

[‖tT‖ , 0, 0, · · · ] VH
T , CT = CI , and tHT = tHI , we only achieve the lower boundary of the

maximal capacity. Thus, this channel condition can be seen as the worst channel condition.

The physical meaning of the channel condition is that the transmission links are the same as

the interference links. Therefore, suppressing the interference channel gain by designing the

reflection coefficients is equivalent to suppress the transmission channel gain.

V. MULTIPLE INTERFERERS SCENARIO

The single interferer scenario is shown in the previous sections; however, the wireless commu-

nication scenario has multiple interferers for most practical situations. Thus, it is worth studying

the RAS-assisted wireless communication system in the presence of multiple interferers. When

there are K interferers in the wireless communication system and the k-th interferer owns Mk

antennas, the signal model is rewritten as

y =
(
tHT + gHΦHT

)
xT︸ ︷︷ ︸

Desired Signal

+
K∑
k=1

(
tHk + gHΦHk

)
xk︸ ︷︷ ︸

Interference

+ gHΦz1 + z0︸ ︷︷ ︸
Noise

, (35)

where xk ∈ CMk×1 is the interference vector from the k-th interferer; tHk ∈ C1×Mk is the channel

vector between the k-th interferer and the receiver; Hk ∈ CN×Mk is the channel matrix between

the k-th interferer and the receiver. Then, Ck = GHk denote the cascaded channel form the

k-th interferer to the receiver via RAS, and thus the signal model (35) is equivalent to

y =
(
tHT + aHCT

)
xT︸ ︷︷ ︸

Desired Signal

+
K∑
k=1

(
tHk + aHCk

)
xk︸ ︷︷ ︸

Interference

+ aHGz1 + z0︸ ︷︷ ︸
Noise

. (36)

For the new signal model (36), we design the reflection coefficients for ISR and Capacity with

interference, respectively, at multiple interferers scenario.

A. Reflection Coefficients Design for ISR

For the multiple interferers scenario, ISR minimization problem (P1) is rewritten as

(P3) min
a

G (a) =

∑K
k=1 Pk

∥∥tHk + aHCk

∥∥2∑K
k=1 Pk ‖tHk ‖

2 (37)
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s.t. (10),

where Pk is interference power of the k-th interferer. By setting Λ =
[√
P1C1, · · · ,

√
PKCK

]
∈

CN×
∑K

k=1Mk and $H =
[√
P1t

H
1 , · · · ,

√
PKtHK

]
∈ C1×

∑K
k=1Mk . The upper item in (37) can be

expressed as

G (a) =

∑K
k=1 Pk

∥∥tHk + aHCk

∥∥2∑K
k=1 Pk ‖tHk ‖

2 =

∥∥$H + aHΛ
∥∥2

‖$H‖2 . (38)

It follows that Problem (P3) is equivalent to

(P3*) min
a

∥∥$H + aHΛ
∥∥2

‖$H‖2 (39)

s.t. (10).

It is obvious that Problem (P3*) is same to Problem (P1), and thus Algorithm 1 can be adopted

to solve Problem (P1).

Remark 5.1: We discuss two special cases as follows.

• Row Full Rank Case: If $H is row full rank, i.e. N ≥
∑K

k=1Mk = r, and supposing

constraint condition (10) is satisfied, the optimal reflection coefficient design for Problem

(P3*) is given as

â = −Λ
(
ΛHΛ

)−1
$, (40)

and the corresponding optimal value for Problem (P1*) is minaG (a) = 0. It indicates that

when the number of reflection amplifiers is greater than the total numbers of the antennas

at all interferers, the interference can be completely suppressed.

• Column Full Rank Case: If $H is column full rank, i.e.,
∑K

k=1Mk ≥ N = r, and

supposing constraint condition (10) is satisfied, the optimal reflection coefficients design

for Problem (P3*) is given as

â = −
(
ΛΛH

)−1
Λ$. (41)

Then, we define $̄ = ΩH$ = [$̄1, $̄2, · · · , $̄MS
], where MS =

∑K
k=1Mk, ΩH ∈ CMS×Ms

is an unitary matrix obtained by the SVD of Λ, i.e., Λ = ΠΣSΩH and ΣS ∈ CN×MS is

a rectangular matrix whose diagonal elements are non-negative real numbers and whose
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other elements are zero. By the same idea of the proof of Proposition 3.1, we can obtain

the optimal value of Problem (P3) is given by

min
a
G (a) =

∑MS

m=N+1 |$̄m|2

‖$̄‖2 . (42)

From (42), we can observe that the minimal diversity of the total interference signals is(∑K
k=1 Mk −N

)+

.

B. Reflection Coefficients Design for Capacity with Interference

For the multiple interferers scenario, the capacity of RAS-assisted communication system with

interference is rewritten as

log

(
1 +

PT
∥∥tHT + aHCT

∥∥2∑K
k=1 Pk ‖tHk + aHCk‖

2
+ σ2 ‖aHG‖2 + σ2

)

= log

(
1 +

PT
∥∥$H + aHCT

∥∥2

‖$H + aHΛ‖2 + σ2 ‖aHG‖2 + σ2

)
. (43)

Thus, the capacity maximization problem for the multiple interferer scenarios is formulated as

max
a

log

(
1 +

PT
∥∥tHT + aHCT

∥∥2

‖$H + aHΛ‖2 + σ2 ‖aHG‖2 + σ2

)
(44)

s.t. (10).

Due to the fact that the function log (·) is monotonically increasing, the above problem is

equivalent to Problem (P4)

(P4) max
a

PT
∥∥tHT + aHCT

∥∥2

‖$H + aHΛ‖2 + σ2 ‖aHG‖2 + σ2
(45)

s.t. (10).

It is obvious that the Problem (P4) is similar to Problem (P2), and thus it can be solved by

Algorithm 2.

Remark 5.2: Finally, we discuss the upper and lower boundaries of the maximal capacity for

the multiple interference scenario and what kind of channel conditions can achieve them.

• Upper Boundary: By the same ideas as the proofs of Lemma 4.2 and Proposition 4.2,

we derive that the upper boundary of capacity is also given by (26). Under the channel
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conditions of tHT = [‖tT‖ , 0, 0, · · · ] VH
T , tHk =

[
λk,1αmax

√
N, 0, 0, · · ·

]
VH
k , and UT =

−Uk, k = 1, · · · , K, the upper boundary can be achieved, where Uk, k = 1 · · · , K are the

unitary matrixes obtained by SVD of Ck = UkΣkV
H
k . The corresponding optimal reflection

coefficients is a∗ = UT

[√
Nαmax, 0, 0, · · ·

]H
.

• Lower Boundary: By the same ideas as the proofs of Lemma 4.3 and Proposition 4.3. we

can prove that when tHT = [‖tT‖ , 0, 0, · · · ] VH
T , the lower boundary of capacity is given by

maxC (a)

≥

1 +
PT

(
λ2
T,maxα

2
maxN + 2λT,maxαmax

√
N
∥∥tHT ∥∥+

∥∥tHT ∥∥2
)

∑K
k=1 Pk

(
λ2
k,maxα

2
maxN + 2λk,maxαmax

√
N ‖tHk ‖+ ‖tHk ‖

2
)

+Nα2
maxσ

2 ‖gH‖2 + σ2

 .

(46)

Then, under the channel conditions of CT = Ck and tHT = tHk , k = 1, · · · , K, the maximal

capacity can only reach the lower boundary, and the corresponding optimal reflection

coefficients is also a∗ = UT

[√
Nαmax, 0, 0, · · ·

]H
.

VI. NUMERICAL RESULTS

In this section, we validate our analysis by simulations. The all channels are considered as

Rician Fading model. The channels of the transmitter-RAS link, the transmitter-receiver link,

the interferer-RAS link, the interferer-receiver link, and the RAS-receiver links are denoted as

HT =
√

B
B+1

H̄T +
√

1
B+1

ĤT , tT =
√

B
B+1

H̄T +
√

1
B+1

ĤT , HI =
√

B
B+1

H̄I +
√

1
B+1

ĤI ,

tI =
√

B
B+1

t̄I +
√

1
B+1

t̂I , and g =
√

B
B+1

ḡ +
√

1
B+1

ĝ, respectively, where B is the Ricain

factor; H̄T , t̄T H̄I , t̄I are the non-line-of-sight (NLoS) components, each element of those being

i.i.d. complex Gaussian distribution CN (0, 1). Los components are expressed by the responses

of the uniform linear array (ULA), which is ΥN(θ) =
[
1, ej2π

d
w

sin(θ), · · · , ej2π d
w

(N−1) sin(θ)
]H

,

where N is the number of elements for ULA. Thus, the LoS components of the above channels

are given as ĤT = ΥN(θAoA)ΥMT
(θAoD)H , t̂T = ΥMT

(θAoD), ĤI = ΥN(θAoA)ΥMI
(θAoD)H ,

t̂I = ΥMI
(θAoD), and ĝ = ΥN(θAoD), respectively, where θAoA and θAoD are angle of arrival

and angle of departure, respectively. In this simulation, we set d
w

= 1, B = 1, αmax = 3. θAoA

and θAoD are randomly set within [0, 2π). The numerical results in this section are averaged over

200 random realization.

In comparison, except for Algorithms 1 and 2, we compute the capacity with interference

under the following benchmark scheme:
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Fig. 3. Capacity with Interference and ISR versus the Interference Power.

• Without RAS: We compute the capacity with interference without using RAS, which is

given by

log

(
1 +

PT ‖tT‖2

PI ‖tI‖2 + σ2

)
(47)

• Brute-Force Method: The optimal reflection coefficients for Problem (P1) is obtained by

the brute-force search.

• Lower Boundary: The lower boundary of the maximal capacity is shown in (34) for the

single interferer scenario and (46) for the multiple interferer scenario.

A. Effect of Interference Power

Fig. 3 shows the two targets; (a) the capacity with interference; (b) ISR, as the functions of

the interference power, respectively, where PT = 20 dB, N = 10, and MT = MI = 10.

From Fig. 3(a), we can observe that under Algorithm 1 (i.e., ISR minimization), the capacity

remains constant with the interference power PI increasing. This is due to the fact that when

N = MI , the interference can be perfectly suppressed.

From Fig. 3(b), we can observe that the ISR under Algorithm 2 decreases with PI . It indicates

that with the increased PI , in order to maximize the capacity, the RAS needs to be designed

mainly for the interference suppression, which has been proved and discussed in Proposition 4.1

and Remark 4.3. Moreover, from Fig. 3(a), we observe that the capacity under Algorithm 2 (i.e.,

August 20, 2021 DRAFT



24

2 4 6 8 10 12 14 16 18 20
5

6

7

8

9

10

11

5

6

7

8

9

10

11

C
a

p
a

c
it

y
 w

it
h

 I
n

te
r
fe

re
n

c
e 

(b
p

s/
H

z)

Number of Reflection Amplifiers (N)

Algorithm 1 (ISR Minimization)

Without RASWithout RAS

Brute-Force MethodBrute-Force Method

Lower BoundaryLower Boundary

Algorithm 2 (Capacity Maximization)Algorithm 2 (Capacity Maximization)

(a) Capacity with Interference

2 4 6 8 10 12 14 16 18 20
-240

-15

-10

-5

0

5

10

Number of Reflection Amplifiers (N)

IS
R

 (
d

B
)

Algorithm 2 (Capacity Maximization)

Algorithm 1 (ISR Minimization)Algorithm 1 (ISR Minimization)Algorithm 1 (ISR Minimization)

Algorithm 2 (Capacity Maximization)Algorithm 2 (Capacity Maximization)

Algorithm 1 (ISR Minimization)Algorithm 1 (ISR Minimization)

Algorithm 2 (Capacity Maximization)Algorithm 2 (Capacity Maximization)

Algorithm 1 (ISR Minimization)Algorithm 1 (ISR Minimization)

Algorithm 2 (Capacity Maximization)Algorithm 2 (Capacity Maximization)

Algorithm 1 (ISR Minimization)Algorithm 1 (ISR Minimization)

Algorithm 2 (Capacity Maximization)Algorithm 2 (Capacity Maximization)

2 4 6 8 10 12 14 16 18 20
-240

-15

-10

-5

0

5

10

Number of Reflection Amplifiers (N)

IS
R

 (
d

B
)

Algorithm 2 (Capacity Maximization)

Algorithm 1 (ISR Minimization)

(b) ISR

Fig. 4. Capacity with Interference and ISR versus Number of Reflection Amplifiers.

capacity maximization) slightly decreases and gets close to the capacity under Algorithm 1 as

PI increases. It implies that with the PI increased, the reflection coefficients design for the two

optimum targets (capacity maximization and ISR minimization) become remarkably similar.

B. Effect of Number of Reflection Amplifiers

Fig. 4 represents the two targets; (a) the capacity with interference; (b) ISR, versus the number

of reflection amplifiers, respectively, where PT = 20 dB, PI = 5 dB, and MT = MI = 10. From

Fig. 4(a), we observe that the capacities under Algorithms 1 and 2 both increase as the number

of reflection amplifiers increases.

The increase of capacity under Algorithms 2 is because more reflection amplifiers provide more

free-of-degree to enhance the transmission channel gain and weaken the interference channel

gain. The increase of capacity under Algorithms 1 is due to the diversity order of the interference

links decreasing with N .

It is worth to noticing that when N ≥MI , the interference channel gain under Algorithm 1 has

been perfectly suppressed (Please see Fig. 4(b)). The capacity under Algorithm 1 still increase

with N increasing. It implies that even though without the reflection coefficients design, the

increased N can still increases the transmission channel gain.

In addition, from Fig. 4(b), we can observe that when the number of reflection amplifiers is

few, the ISR is even greater than 0 dB under Algorithm 2, i.e., the RAS boosts the interference
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Fig. 5. Capacity with Interference and ISR versus the Number of Interferers.

power. It indicates that when N is few, although the RAS increasing the transmission channel

gain will bring more interference, it is still beneficial for raising the capacity.

C. Effect of Number of Interferers

Fig. 5 represents the two targets; (a) the capacity with interference; (b) ISR, versus the number

of reflection amplifiers, In Fig. 5, we plot the capacity with interference and the ISR versus the

number of interferers, respectively, where PT = 20 dB, PI = 5 dB, N = 20, MT = 5, and

Mk = 5, k = 1, · · · , K.

From Fig. 5(b), we can observe that when N ≥
∑K

k=1 Mk, the interference under Algorithm

1 is perfectly suppressed. Thus, the capacity under Algorithm 1 keeps the constant for N ≥∑K
k=1Mk. Then, since the interference cannot be perfectly suppressed for N <

∑K
k=1Mk, the

capacity under Algorithm 1 starts to decrease with K increasing.

The capacity under Algorithm 2 reduces as the number of interferers K increases, and the

ISR under Algorithm 1 rises as K increases. It implies that the effect on increasing capacity

due to the interference suppression reduces over the number of interferers. Thus, to maximize

the capacity, the RAS mainly focuses on enhancing the transmission channel gain and ignores

suppressing the interference channel gain.
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VII. CONCLUSIONS

This paper proposed the RAS-based approach to suppress the co-channel interference and

enhance the desired signal in MISO communication in the presence of the interferer. First,

based on the proposed communication system, this paper designed the reflection coefficients to

optimize the ISR. In addition, this paper proved that when the number of reflection amplifiers is

greater than the number of antennas at the interferer, the interference can be perfectly suppressed

in the spatial domain. Even though the number of reflection amplifiers is less than the number

of antennas at the interferer, the diversity of antennas at the interferes can be counteracted

by the RAS. Then, this paper proposed an iterative algorithm to obtain the optimal reflection

coefficients for maximizing the capacity of RAS-assisted wireless communication. Moreover, it

was concluded that the ISR optimization is almost equivalent to the capacity maximization for

the strong interference case. Besides, this paper obtained the upper and lower boundaries for the

maximal capacity, and showed what kind of channel conditions can achieve the two boundaries

and the corresponding optimal reflection coefficients. Finally, the above results were extended

to multiple interferers scenario.

APPENDIX A

PROOF OF PROPOSITION 3.1

Substituting the optimal solution for Problem (P1*) under the column full rank case given by

(15) into G (a), it follows that

min
a
G (a) =

∥∥∥tI −CH
I

(
CIC

H
I

)−1
CItI

∥∥∥2

‖tI‖2

=

∥∥∥tI −VIΣ
H
I UH

I

(
UIΣIV

H
I VIΣ

H
I UH

I

)−1
UIΣIV

H
I tI

∥∥∥2

‖tI‖2 (48)

=

∥∥∥tI −VIΣ
H
I

(
ΣIΣ

H
I

)−1
ΣIV

H
I tI

∥∥∥2

‖tI‖2 (49)

=

∥∥∥∥∥∥tI −VI

 IN×N 0N×(MI−N)

0(MI−N)×N 0(N−MI)

VH
I tI

∥∥∥∥∥∥
2

‖tI‖2
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=

t̄HI

 0N×N 0N×(MI−N)

0(MI−N)×N I(N−MI)

 t̄I

‖tI‖2 (50)

=

∑MI

m=N+1 |t̄m|
2

‖t̄HI ‖
2 , (51)

where

• (48) is due to (15);

• (49) is due to VIV
H
I = IM and UIU

H
I = IN ;

• (50) is due to t̄HI = tHI VI .

APPENDIX B

PROOF OF PROPOSITION 4.2

First, when a = UT

[√
Nαmax, 0, 0, · · ·

]H
and tHT = [‖tT‖ , 0, 0, · · · ] VH

T , we obtain

∥∥tHT + aHCT

∥∥2
=
(
aHCTCH

T a + 2tHT CH
T a +

∥∥tHT ∥∥2
)

=
(
aHUTΣTΣH

T UH
T a + 2tHT VTΣH

T UH
T a +

∥∥tHT ∥∥2
)

=

([√
Nαmax, 0, 0, · · ·

]H
ΣTΣH

T

[√
Nαmax, 0, 0, · · ·

]
+2 [‖tT‖ , 0, 0, · · · ] ΣH

T

[√
Nαmax, 0, 0, · · ·

]H
+
∥∥tHT ∥∥2

)
=λ2

T,maxα
2
maxN + 2λT,maxαmax

√
N
∥∥tHT ∥∥+

∥∥tHT ∥∥2
, (52)

where (52) is due to λT,1 = λT,max.

Then, when a = UT

[√
Nαmax, 0, 0, · · ·

]H
, UT = −UI , and tHI =

[
λI,1αmax

√
N, 0, 0, · · ·

]
VH
I ,

we obtain

∥∥tHI + aHCI

∥∥ =
(
aHUIΣIΣ

H
I UH

I a + 2tHI VIΣ
H
I UH

I a +
∥∥tHI ∥∥2

)
=

([√
Nαmax, 0, 0, · · ·

]H
ΣIΣ

H
I

[√
Nαmax, 0, 0, · · ·

]
−2
[
λI,1αmax

√
N, 0, 0, · · ·

]
ΣH
I

[√
Nαmax, 0, 0, · · ·

]H
+
∥∥tHI ∥∥2

)
(53)

=λ2
I,1α

2
maxN − 2λ2

I,1α
2
maxN + λ2

I,1α
2
maxN (54)

=0, (55)
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where

• (53) is due to UT = −UI ;

• (54) is due to
∥∥tHI ∥∥2

= λ2
I,1α

2
maxN .

Next, when a = UT

[√
Nαmax, 0, 0, · · ·

]H
, we can obtain

σ2
∥∥aHG

∥∥2
=σ2aHGGHa

=σ2
√
Nαmaxu

H
T,1diag (g) diag

(
gH
)

uT,1αmax

√
N (56)

=σ2N2α2
max

N∑
n=1

|gn|2 uHT,1uT,1 (57)

=σ2N2α2
max

∥∥gH
∥∥2
, (58)

where

• (56) is due to the fact that we denote unitary matrice UT = [u1,T , · · · ,uN,T ] and thus

UT

[√
Nαmax, 0, 0, · · ·

]H
=
√
Nαmaxu1,T ;

• (57) is due to g = [g1, · · · , gN ]H ;

• (58) is due to
∥∥gH

∥∥2∑N
n=1 |gn|

2 and uHT,1uT,1 = 1.

Finally, based on (52), (54), (58) and (17), we obtain can (26). From Lemma 4.2, we learn (26)

is the upper boundary of the maximal capacity, and it follows that a = UT

[√
Nαmax, 0, 0, · · ·

]H
is the optimal reflection coefficients design.

APPENDIX C

PROOF OF PROPOSITION 4.3

When CH
T = CH

I and tHT = tHI , it follows that

PT
∥∥tHT + aHCT

∥∥2

PI ‖tHI + aHCI‖
2

+ σ2 ‖aHG‖2 + σ2

=
PT
∥∥tHT + aHCT

∥∥2

PI ‖tHT + aHCT‖
2

+ σ2 ‖aHG‖2 + σ2

=
PT

PI + σ2‖aHG‖2+σ2

‖tHT +aHCT‖2

≤ PT

PI + Nα2
maxσ

2‖gH‖2+σ2

λ2T,maxα
2
maxN+2λT,maxαmax

√
N‖tHT ‖+‖tHI ‖

2
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=
PT

(
λ2
T,maxα

2
maxN + 2λT,maxαmax

√
N
∥∥tHT ∥∥+

∥∥tHT ∥∥2
)

PI

(
λ2
I,maxα

2
maxN + 2λI,maxαmax

√
N ‖tHI ‖+ ‖tHI ‖

2
)

+Nα2
maxσ

2 ‖gH‖2 + σ2
, (59)

where (59) is due to tHT = tHI and λT,max = λI,max based on CH
T = CH

I . It follows that

C (a)

≤

1 +
PT

(
λ2
T,maxα

2
maxN + 2λT,maxαmax

√
N
∥∥tHT ∥∥+

∥∥tHT ∥∥2
)

PI

(
λ2
I,maxα

2
maxN + 2λI,maxαmax

√
N ‖tHI ‖+ ‖tHI ‖

2
)

+Nα2
maxσ

2 ‖gH‖2 + σ2

 .

(60)

Based on the Lemma 4.3 and (60), we obtain (34) under the channel conditions of CT = CI

and tHT = tHI . From the proof of Proposition 4.2, we know when tHT = [‖tT‖ , 0, 0, · · · ] VH
T and

a = UT

[√
Nαmax, 0, 0, · · ·

]H
, we can obtain (34). Thus, a = UT

[√
Nαmax, 0, 0, · · ·

]H
is the

optimal coefficients design for the special channel conditions.
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