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Abstract

Tropical cyclones (TCs) are the most destructive weather systems that form over the tropical oceans, with 90 storms forming

globally every year. The timely detection and tracking of TCs are important for advanced warning to the affected regions.

As these storms form over the open oceans far from the continents, remote sensing plays a crucial role in detecting them.

Here we present an automated TC detection from satellite images based on a novel deep learning technique. In this study, we

propose a multi-staged deep learning framework for the detection of TCs, including, (i) a detector - Mask Region-Convolutional

Neural Network (R-CNN), (ii) a wind speed filter, and (iii) a classifier - CNN. The hyperparameters of the entire pipeline is

optimized to showcase the best performance using Bayesian optimization. Results indicate that the proposed approach yields

high precision (97.10%), specificity (97.59%), and accuracy (86.55%) for test images.
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Abstract—Tropical cyclones (TCs) are the most destructive
weather systems that form over the tropical oceans, with 90
storms forming globally every year. The timely detection and
tracking of TCs are important for advanced warning to the
affected regions. As these storms form over the open oceans
far from the continents, remote sensing plays a crucial role in
detecting them. Here we present an automated TC detection from
satellite images based on a novel deep learning technique. In
this study, we propose a multi-staged deep learning framework
for the detection of TCs, including, (i) a detector - Mask
Region-Convolutional Neural Network (R-CNN), (ii) a wind speed
filter, and (iii) a classifier - CNN. The hyperparameters of the
entire pipeline is optimized to showcase the best performance
using Bayesian optimization. Results indicate that the proposed
approach yields high precision (97.10%), specificity (97.59%),
and accuracy (86.55%) for test images.

Index Terms—remote sensing, Tropical cyclone (TC), Deep
learning, Detectron, Mask R-CNN, CNN, DenseNet

I. INTRODUCTION

TRopical Cyclones (TCs) are some of the most devastating
extreme weather events that form over the warm tropical

oceans and have a high socio-economic impact. On a global
scale, an average of 90 TCs form annually over the tropical
warm waters [1]. The trajectory of a TC is important to
understand the areas it can affect. The destructive power of
TCs is increasing in response to global warming [2]. The
current TC data archives suffer from uncertainty in the data
collection by manual methods [3]. The satellite data archive
spans a period of more than four decades, and it can be used
to extract a long term homogeneous TC dataset.

An early automated tracking technique uses the pattern
correlation coefficient from two consecutive IR images [4], [5].
They defined clouds as a connected set of pixel values and by
applying area and temperature threshold, clouds can be tracked
by overlapping between these pixels in successive images [6]–
[8]. An automatic algorithm to detect and track in time the
tropical mesoscale convective systems from infrared image
series through a 3-D segmentation is proposed by [9]. Piñeros
et al. proposed an approach to Detecting tropical cyclone
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genesis from remotely sensed IR image data [10]. Related
works based on fluxes of the gradient vectors of brightness
temperature and fitting spiral features within the IR images
are also used for to fix the center position of TCs [11], [12].
[13] presented as an approach for locating the typhoon center
by using satellite and microwave scatterometer data.

Multiple meteorological agencies do a post-season analysis
of TC tracks which will be useful for forecast verification
and trend analysis known as “best tracks”. As this process is
subject to manual errors, this data is prone to uncertainty. For
example, the best tracks data from the Joint Typhoon Warning
Center (JTWC) show an increase in stronger TCs over the
Western North Pacific (WNP) [14]. However, the TC data from
Japanese and Hong Kong meteorological agencies show no
such trends [15]. The development of a TC dataset using an
automated algorithm from satellite images can reduce these
uncertainty.

The identification of TCs from satellite images is based on
their size, position, status, and intensity [16]. This form of
identification, based on pattern recognition, was pioneered by
Dvorak and is based on human judgement, hence requiring
an expert eye. A semi-automated approach to this had been
proposed by [17], which used of Elliptic Fourier Descriptors
(EFD) and Principle Component Analysis (PCA) on visible
and infrared images for classification. Detection of eye of a
TC also has been the focus of much research since the for-
mation and categorization of the TC depends on it. Synthetic
Aperture Radar (SAR) technology has also been extensively
used in helping with detection of the eye of TC’s due to its
ability of cloud penetration. SAR is also used in [18] for a
semiautomatic center location method in cases when a TC is
imaged without its eye.

A Quadratic Discriminant Analysis (QDA) has also been
proposed for classification of IR images as images with eye
and without eye in [19]. Support vector machines (SVMs),
Random Forest (RF) and Decision Trees have also been
shown to be effective at detection of TC formation [20]. Deep
learning algorithms have also been used used for identification
and classification purposes. This has been demonstrated in the
use of an ensemble on CNNs classifiers on simulated outgoing
longwave radiation (OLR) for classifying as TCs and their
precursors in [21]. The CNNs were trained with 50,000 images
containing TCs and their precursors and 500,000 non-TC data
for binary classification, showing success in WNP region. Four
different state-of-the-art U-Net models were developed in [22]
for detection of Regions of Interests (ROIs) for tropical and
extratropical cyclones. [23] implemented a deep fusion model
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built to use the TC track data and 3D reanalysis as input.
In this study, we present a novel implementation of ML

technique to detect tropical cyclones from high resolution
satellite images by considering only the shape of the clouds in
the images and maximum sustained surface wind speeds from
JTWC. Each detection is also provided with a segmentation,
allowing any initial analysis based on shape and size of the
detected TC. The pipeline consists of a state-of-the-art mask
R-CNN detector, a wind speed filter, and a CNN classifier.
The ML pipeline can be used for subsequent timestamps to
generate a time series of the predicted segmentation.

II. DATA

A. Data Extraction

The level 1.5 Meteosat Visible Infra-Red Imager (MVIRI)
IR satellite images from Meteosat 5 and Meteosat 7 Indian
Ocean Data Coverage (IODC) at a six-hourly frequency was
considered for the analysis from 2001-2007 and 2007-2016
respectively. The Meteosat 5 and Meteosat 7 during their
IODC coverage were located at a sub longitude of 63◦ and
57◦ respectively providing data for the full disk coverage, but
we have considered only the Asian region (44.5◦E-105.5◦E
& 10◦S-45◦N) for the study. The 8-bits measurement counts
of IR channel are calibrated and converted into brightness
temperatures as described in [24].

B. Data Preparation

The Microsoft Common Objects in Context (MS COCO)
dataset is employed in the deep learning framework where the
annotations are stored in JSON files. The annotations specified
for object detection consist of the following information for
each image: (i) image id to uniquely identify a specific image
from the dataset; (ii) category id to uniquely identify each
category in the dataset;(iii) segmentation consisting of a list
of vertices in polygonal or RLE format; (iv) area for the
area of Segmentation; (v) bounding box drawn around the
segmentation; (vi) is crowd to specify if the segmentation is
for a collection of objects or a single object. In case of a single
object, Polygon method is used to specify the segmentation. In
order to make the JSON file, usual procedure involves getting
segmentation masks manually.

The compiled dataset of images was further processed to
represent it in COCO dataset format. Each segmentation mask
was also colour coded according to wind speed. Following the
WMO criteria for classification of TCs in the Northern Indian
Ocean region, any time stamp with wind speed ≥ 34 knots is

(a) (b)

Fig. 1. Figures (a) and (b) show a satellite image and a prepared segmentation
mask for Cyclone Nanauk (at timestamp 2014-06-12 0000-0030)

TABLE I
OPTIMIZED PARAMETERS OF THE DETECTOR (MAXIMIZING ACCURACY)

Parameter Range Optimal Value
Images Per Batch [1, 15] 7
Base LR Value [0.0001, 0.01] 0.00161
Maximum Iterations for the LR
Scheduler

[100, 600] 335

Batch size per Image [50,170] 50
Test Score Threshold [0.4, 0.95] 0.95

marked as a tropical cyclone [25]. In the segmentation masks,
this was represented by filling the cloud segmentation with
green colour. Otherwise, the cloud segmentation was filled
with red colour. The images and masks were also randomly
separated into the following three sets: training (60%)/valida-
tion (20%)/testing (20%). For each image, segmentation mask
was used to get the list of vertices to generate annotations as
per the COCO dataset format using another code. The program
extracted the following data for each image: (i) width, height
and image id from the satellite image; (ii) annotations with
image id, category id, segmentation (in polygon format), area
of segmentation and bounding box coordinates (in x, y width,
height format where x and y are coordinates of the top left
corner of the bounding box) from the segmentation mask. Fig.
1a shows a sample satellite image for TC Nanauk. Fig. 1b
shows the corresponding segmentation mask generated, which
is used for getting annotations for the corresponding satellite
image.

III. METHODOLOGY

A. Proposed ML Pipeline

The the proposed ML pipeline functions in the following
manner: (i) An input satellite image is passed to the detector
(Mask R-CNN R50 FPN model). The detections are obtained
for the input image and recorded in detectron2’s output format;
(ii) If one or more bounding boxes are detected, the wind
speed of the corresponding timestamp is checked. If the wind
speed is less than 34 knots, the predictions for the image are
discarded; (iii) If there are more than one predictions made for
an image, the classifier (DenseNet169) is then provided images
cropped form the input satellite image using the bounding box
coordinates; (iv) If more than one of the cropped images are
classified as cyclones, then the one with the highest confidence
score from the classifier is chosen as the correct prediction.

1) Detector: The detector is a Mask R-CNN R50 FPN
model with 1 x LR Scheduler available in detectron2’s model
zoo. The model used was prepared by training it on the training

TABLE II
OPTIMIZED PARAMETERS OF THE CLASSIFIER (MAXIMIZING ACCURACY)

Parameter Range Optimal Value
Learning Rate [1E-06, 0.4] 4.61E-04
Momentum [0, 1] Not applicable
Weight Decay [1E-06, 1] 5.26435
Optimizer [SGD, Adam, Adagrad,

Adadelta, RMSProp, Rprop]
Adagrad

Number of Epochs [10, 50] 43
Batch Size [1, 50] 13
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Fig. 2. Proposed ML Pipeline

set after loading it with pretrained weights available in the
model zoo. The detector is used to provide predictions about
the location of TC in the input image along with its segmen-
tation. It was trained on RGB images of size 688× 1339× 3.
Models in detectron2 also use the annotations stored in JSON
files in the COCO dataset format during the training phase.

Mask R-CNN is an extension of Faster R-CNN used for
object image segmentation [26]. It consists of two stages.
The first stage is a Region Proposal Network which proposes
candidate bounding boxes. In the second stage, it performs two
tasks in parallel: (i) extract features from proposed bounding
boxes for classification and bounding box regression; (ii)
generate a binary mask for each Region of Interest (RoI).

The binary masks represent an object’s spatial layout in the
image. For each RoI, a m × m mask is predicted by using
pixel-to-pixel correspondence provided by convolutions. The
RoI features, developed as small feature maps, are aligned by
using RoIAlign to produce pixel-accurate masks. Considering
the feature maps as a grid, it utilizes bilinear interpolation of
each sampling point with the nearby grid points of the feature
map and the results are aggregated.

2) Wind Speed Filter: One of the methods used to filter
out some of the false positives was by using wind speed. For
each timestamp, the wind speed was compared and following
the WMO criteria for Northern Indian Ocean Region. If the
wind speed ≥ 34 knots threshold for the timestamp then it is
accepted as a TC, otherwise it is discarded. This helps remove
any predictions made on timestamps just before or after the
cyclone is classified as a TC.

3) Classifier: The classifier is a CNN model which has
been trained to classify a given image as a TC or not.
The current classifier model is a DenseNet169 model which
was obtained by optimizing its parameters using Bayesian
Optimization for maximizing accuracy. Also, this classifier did
not require any layer freezing and used the Adagrad optimizer
and had been initialised with pretrained weights available in
torchvision before being trained for TC classification. In the
current pipeline, it is used when the detector has detected
more than one bounding boxes. In such cases, the bounding
box coordinates provided by the detector are used to crop
the images and these cropped images are sent to the CNN
model. After classifying these images, if still more than one
of them are classified as aTC, then the one for which the
classifier has the highest confidence score is chosen as the
correct prediction.

For training the classifier, bounding boxes obtained from
segmentation masks drawn for images with TCs and with
disturbances was used to crop on their corresponding im-
ages. These cropped images are sent to the classifier after
being labelled as ’tc’ (for images with TC) and ’not tc’
(for images without TC). Initially a list of 18 models was
made from the PyTorch documentation based on the recorded
accuracy values1. These belong to the following architectures:
(i) AlexNet; (ii) VGG; (iii) ResNet; and (iv) DenseNet and the
best perfoming one was DenseNet169.

The labelling of the prediction as a true positive or false
positive depends on the intersection over union (IOU). It is
calculated by taking the area of overlap and dividing it with the
area of union of the ground truth and the prediction bounding
box. A prediction is considered a true positive if the value
of the IOU is greater than or equal to a specified threshold.
In case more than one predictions satisfy this criteria, the
prediction with the highest confidence score is labelled as a
true positive and the rest are labelled as false positives.

B. Hyperparamter Optimization

Hyparameter optimization of the entire ML pipeline is
achieved via Bayesian optimization technique [27]. For hyper-
parameter tuning, the inputs for the surrogate model are con-

1https://pytorch.org/vision/stable/models.html
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(a) (b) (c)

Fig. 3. (a) and (b) show the Visualized predicted segmentation after using detector & wind speed filter and after using classifier for TC Nanauk (at timestamp
2014-06-12 0000 - 0030) respectively; (c) shows visualised predictions of a TC path as a time series of segmented images for TC Hudhud

TABLE III
ML PIPELINES COMPARISON

Metrics

ML Pipelines

Detector1
+ CNN 1

Detector2
+ CNN2

Detector2 +
Wind Speed

Detector2 +
Wind Speed
+ CNN2

Precision 48.29 74.03 93.24 97.10
Recall 81.61 65.52 79.31 76.14
Specificity 41.98 76.16 94.32 97.59
Accuracy 57.79 70.76 86.86 86.55
F1 Score 60.68 69.52 69.52 85.35

1 - optimized for F1 score, 2 - optimized for accuracy

sidered to be the hyper-parameter values and its output is the
metric to be maximized. Here, the surrogate model is produced
by mapping hyper-parameter values to the performance metric
values using Gaussian process.

For detector, initially, F1 score was chosen as the metric
to be optimized with the purpose of getting a model with
the best precision-recall values. This resulted in model which
had higher rate of false positives. Later to reduce the False
Positives, F1 Score was replaced by accuracy as the optimizing
parameter. While, for classifier, F1 score was used as the
metric to be maximized in this case. The resultant pipeline
was better than using only the detector but still suffered
from high number of false predictions. Hence the method
was slightly changed to obtain a detector and a classifier
optimized separately for optimal accuracy and used together
in the pipeline. The parameters, along with their ranges and
values obtained after optimization for accuracy are tabulated
in Table I and Table II for the detector and the classifier,
respectively.

C. Implementation framework

The Mask R-CNN models used were provided in detectron2,
a PyTorch-based modular object detection library. The detec-
tron2 model zoo consists of high-quality implementations of
object detection algorithms such as DensePose, Faster R-CNN,
RetinaNet and Mask R-CNN models developed by Facebook
Artificial Intelligence Research. These models train on GPU
by default and is highly customizable through a configuration
system. The config system is a key-value system to obtain
standard and common behaviours. Using the config system, the
model can be configured with specific hyperparameter values

to adapt to any custom dataset. The Mask R-CNN models
selected expect the data to be either provided in detectron2’s
format or in COCO dataset format. Hyperparameter optimiza-
tion was also performed using Ax (Adaptive Experimentation
Platform). For our purposes, it has been used for hyperpa-
rameter optimization using Bayesian optimization method. It
iteratively explores the given parameter space for identifying
the set of best parameter values. Bayesian optimization in Ax
is implemented through Botorch, a PyTorch-based library for
Bayesian optimization.

IV. RESULTS AND DISCUSSIONS

We have employed the proposed ML pipeline to test 171
high resolution satellite images with 88 images with TCs. Fig
3a shows the visualization of predictions after the satellite
image has been passed through the detector and the wind speed
filter for TC Nanauk at a timestep 2014 June 12 0030UTC. In
this case, the detector makes predictions of two TC detection
on the satellite image. It provides the output with class, score,
predicted segmentation mask and its bounding box for each
detection. After checking for the number of predictions on the
image, the wind speed filter is used to check the wind speed in
the current timestep. Since the wind speed for this timestep is
55 knots, it satisfies the wind speed criteria. The image is then
passed to the classifier since it has multiple outputs. In this
scenario, the cropped images are generated from coordinates
of each bounding box and passed one at a time to the
DenseNet169 model. The model classifies each output as either
“TC” or “not TC”. If more than one cropped images are
classified as “TC”, the prediction with the highest confidence
score from the CNN is chosen as the correct prediction. The
corresponding detector output is accepted as the valid detection
for that timestep, as shown by the visualization of the final
output in Fig 3b. Fig 3c shows the results from performing
detections on satellite images for TC Hudhud form 2014. The
results are presented as a time series for 2014 October 08 to
12.

During the study, various pipelines were tested and com-
pared to each other on test data sets. The results from these
are provided in Table III. The metrics in the table are provided
as percentages. The proposed ML pipeline has a high true
positive rate (also called recall) of 76.14% and a high true
negative rate (also called specificity) of 97.59%. It also has a
high accuracy of 86.55% for detection of TCs from the satellite
images. Out of the 88 images with TCs, correct detections
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were made in 67 images. The proposed pipeline is also able
to avoid false predictions and has successfully avoided making
false predictions on 81 images without TCs.

During the experiments we have observed that Mask R-
CNN models were optimized for F1 score and suffered from
high number of false positives. This was observed even when
the number of outputs reported for each image after filtering
from the classifier was limited to one. Higher success obtained
with optimizing the Mask R-CNN and CNN models for
accuracy. It yielded a model with higher true positives and
true negatives. It is found that the use of CNNs as classifiers
in the pipeline reduces the number of positive detections
and contributes to the negative detections. This is because
a number of positives being reclassified as ’not tc’, which
leads to a reduction in the false positives as well as true
positives. Use of wind speed filter helped reduce the number of
false positives and increasing true negatives. Hence, combining
both of these approaches as per the proposed pipeline has
given the most optimal results by removing predictions that
do not satisfy the wind speed criteria, and by removing false
predictions when multiple predictions are passed using CNN.

V. CONCLUSION

In this study, a novel deep learning framework has been
developed for TC detection in high resolution satellite images.
The frameworks uses a mask R-CNN model as a detector
to provide the segmentation and wind speed filter and CNN
classifier to further refine the predictions by filtering out
possible false predictions. The proposed ML Pipeline uses
satellite images taken at an interval of 6 hours and is able
to detect a TC for most of its life cycle. The study has also
generated annotated dataset with segmentation masks for every
satellite image and is made publicly available at the GitHub
repository2, along with a simple python tool for generating the
JSON files as per COCO dataset format and the code for the
pipeline, along with the mask R-CNN and CNN model, has
also been made available in the repository 2. It not only shows
the potential of the pipeline in automating the task of TC
detection from satellite images, but also in possible application
as a predictive tool for TCs.
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