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Abstract

Freezing of Gait is the most disabling gait disturbance in Parkinson’s disease. For the past decade, there has been a growing

interest in applying machine learning and deep learning models to wearable sensor data to detect Freezing of Gait episodes. In

our study, we recruited sixty-seven Parkinson’s disease patients who have been suffering from Freezing of Gait, and conducted

two clinical assessments while the patients wore two wireless Inertial Measurement Units on their ankles. We converted the

recorded time-series sensor data into continuous wavelet transform scalograms and trained a Convolutional Neural Network to

detect the freezing episodes. The proposed model achieved a generalisation accuracy of 89.2% and a geometric mean of 88.8%.
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Abstract— Parkinson’s disease (PD) is a chronic, non-
reversible neurodegenerative disorder, and freezing of gait
(FOG) is one of the most disabling symptoms in PD as it is
often the leading cause of falls and injuries that drastically
reduces patients’ quality of life. In order to monitor con-
tinuously and objectively PD patients who suffer from FOG
and enable the possibility of on-demand cueing assistance,
a sensor-based FOG detection solution can help clinicians
manage the disease and help patients overcome freezing
episodes. Many recent studies have leveraged deep learn-
ing models to detect FOG using signals extracted from
inertial measurement unit (IMU) devices. Usually, the latent
features and patterns of FOG are discovered from either
the time or frequency domain. In this study, we investigated
the use of the time-frequency domain by applying the Con-
tinuous Wavelet Transform to signals from IMUs placed on
the lower limbs of 63 PD patients who suffered from FOG.
We built convolutional neural networks to detect the FOG
occurrences, and employed the Bayesian Optimisation ap-
proach to obtain the hyper-parameters. The results showed
that the proposed subject-independent model was able to
achieve a geometric mean of 90.7% and a F1 score of 91.5%.

Index Terms— Continuous wavelet transforms, convolu-
tional neural network, freezing of gait detection, inertial
measurement unit, parkinson’s disease, wearable sensor.

I. INTRODUCTION

PARKINSON’S disease (PD) is a progressive and non-
reversible neurodegenerative disorder with predominantly

motor impairments, such as tremor at rest, rigidity, bradyki-
nesia, impairment of posture, and freezing of gait (FOG) [1].
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Globally, PD affected about 6.1 million individuals in 2016
[2]. The estimates of the prevalence of PD range from 35.8 to
12,500 per 100,000 persons [3, 4]. The prevalence significantly
increases with age, and studies have shown that the prevalence
of PD for people above 65 years old is between 1.3% to 3%
of that age group [5, 6]. Moreover, the number of patients
diagnosed with PD increased by 31.6% from 2005 to 2015
[7], and the age-standardised prevalence of PD also increased
by 21.7% from 1990 to 2016 [2]. PD is the fastest-growing
neurological disease, and has become the most challenging
health issue for ageing populations.

PD’s pathological characteristics include the loss of
dopaminergic neurons in the substantia nigra pars compacta
and the accumulation of intracellular protein (α-synuclein
containing Lewy bodies) inside nerve cells that lead to cell
death [8, 9]. The aetiology of PD is not well understood, but
past studies have revealed a moderate correlation between PD
causality and the role of environmental and genetic factors
[10, 11]. The abnormal degeneration of dopaminergic neurons
and the death of brain cells obstruct the smooth control and
coordination of voluntary movements throughout the body.
When 80% of dopamine-producing cells are damaged, the car-
dinal motor symptoms in PD start to emerge and significantly
impair the performance of simple daily tasks such as walking
and static standing. These motor impairments significantly
reduce a patient’s quality of life, but one of the most disabling
symptoms in PD is FOG, with half of all PD patients suffering
the symptom [12]. The clinical definition of FOG is "brief,
episodic absence or marked reduction of forward progression
of the feet despite the intention to walk" [13].

FOG is more prevalent among PD patients in the advanced
stages, but a study has found that it could be found in the early
stage of PD [14]. It severely deteriorates PD subjects’ mobility
and restricts an individual’s independence, often leading to
falls, which are frequently associated with serious injuries.
FOG is a paroxysmal and unpredictable motor anomaly, but
some internal and external factors were found to induce a
freezing episode, such as walking in a confined space, turning,
dual-tasking, and stressful situations (e.g. inability to reach the
destination) [15, 16]. FOG episodes usually continue for a few
seconds, but can occasionally last for several minutes [17].
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The primary symptomatic treatment for FOG is medication,
and the most widely used medication is levodopa (L-dopa)
therapy, which has demonstrated a positive effect on improving
the dopamine-responsive type of FOG [18, 19]. Other types
of treatments that tackle motor symptoms have not shown
significant evidence to improve FOG, such as botulinum toxin
injections and amantadine [20, 21].

Surgical treatment, such as deep brain stimulation (DBS) in
the subthalamic nucleus or the globus pallidus internus area, is
another approach to ease the burden of FOG [22-24]. However,
DBS is not suitable for all PD patients as it is a highly invasive
treatment that carries all the risks of major brain surgery [25].

Aside from treatments aimed at reducing the onset of
freezing, there are also different approaches to mediate the
consequences of freezing. Cueing is a movement strategy
technique that supplements medication in improving the over-
all functional mobility of patients by assisting patients with
PD to overcome FOG episodes and prevent falls [20, 26,
27]. The cueing techniques can be achieved in the form of
rhythmic auditory cueing, visual assistance cues, and sensory
cues. The cueing techniques’s neural mechanisms are not
well understood, but studies have shown that the disruptions
in sensory-motor interactions might cause deficits in internal
cueing for movements and movement initiation [15, 28]. The
role that external cueing plays is to bypass the dysfunctional
basal ganglia network and compensate for the loss of internal
rhythms that results in impaired automaticity [29].

In order to deliver on-demand cueing assistance to PD
patients at the most opportune moment to overcome the gait
disturbance, wearable devices/systems have been proposed
to monitor gait performance continuously and detect FOG
events [30-32]. Technological advancements in wearable de-
vices with small form factor single-board computers have
made such a system feasible in recent years. Currently, the
majority of studies have chosen to use inertial measurement
unit (IMU) sensors (accelerometer and/or gyroscope) as they
provide relatively accurate measurements and can be worn by
patients for an extended period time without interrupting the
walking pattern and normal activities of daily living. Other
physiological wearable sensors, such as blood pressure and
heart rate sensors and those that measure electrocardiograms
and electromyograms, were also used in some studies to
identify the physiological changes before the onset of FOG
[33, 34]. Another way of detecting FOG is to use vision-based
techniques to determine gait abnormalities [35, 36]. However,
the results of vision-based methods have so far been worse
than those of IMU-based approaches (discussed below), with
82.1% being the highest detection accuracy reported so far
[36]. The privacy and the security of the videos will also raise
barriers to the adoption of these approaches.

In order to detect FOG events, conventional machine learn-
ing approaches have required a substantial amount of domain-
related expertise and tremendous efforts in pre-processing and
feature engineering on the data. However, no single feature
or a combination of features have been shown to detect
freezing episode perfectly due to the symptom’s complexity
and heterogeneity. Hence, researchers have recently started
to adopt deep learning (DL) models to detect FOG without

generating handcrafted features. The DL models were shown
to be able to learn novel and robust features of the sensor
data without relying on domain experts to specify disease
phenotypes [37, 38]. Furthermore, the DL models worked well
with large-scale real-world data, and has been proposed as a
means to improve clinical decision making by providing data-
driven evidence [38, 39].

Convolutional neural networks (CNN) are a type of neural
network in DL, and they are the most popular model archi-
tecture for image classification. In recent years, its practical
usage has extended from identifying objects from daily life,
such as dogs and cats, to discovering symptoms, identifying
diseases, and predicting biological structure [37, 39, 40]. In
contrast to conventional machine learning approaches, CNN
require minimum pre-processing, and they capture complex
and heterogeneous features from data without extensive do-
main knowledge. It has naturally become a favoured tool to
study clinical data.

In 2018, Camps et al. [41] introduced an 8-layer 1D CNN
to perform FOG detection. The model was trained using data
from a group of patients in the REMPARK database where 21
PD patients wore a nine-channel tri-axial IMU (accelerometer,
gyroscope and magnetometer) on the left side of the waist
while performing several walking tests at home. The data
collected was segmented into 2.56 seconds windows, and every
window of data was transformed into the frequency domain
using the short-time Fast Fourier Transform (FFT). The mag-
nitude of each FFT window was combined with the previous
window of FFT data to form a single sample. The authors
further processed the data with data augmentation in order to
address the data imbalance issue. The model outperformed the
previous shallow ML models and achieved 91.9% sensitivity,
89.5% specificity and 90.6% geometric mean.

Later that year, Xia et al. [42] presented a simpler 5-
layer CNN. The data was collected from ten subjects with
accelerometers placed on three different parts of their bodies.
Outlier removal and data segmentation were performed, and
the raw accelerometer data with a window size of four seconds
was used as the model’s input. The proposed CNN model was
tested with two schemes. The patient-dependent model was
able to detect FOG with an accuracy of 99%. The patient-
independent model was trained using the leave-one-patient-out
validation and achieved an accuracy of 80.7%.

In 2020, Sigcha et al. [43] proposed to use a combination
of CNN and a Long Short-Term Memory (CNN-LSTM) deep
neural network model on data collected from one single
accelerometer that was placed on the participant’s waist. The
study involved 21 participants, and the data collection was
conducted at the patients’ home to increase the occurrence
of the FOG episodes. The authors found that stacking three
previous spectral windows on the current window as the input
of the CNN-LSTM model provided the best result, and they
achieved mean sensitivity, specificity, and geometric mean all
equal to 87.1% using the leave-one-subject-out validation.

More recently, Bikias et al. [44] proposed another CNN
model that attempted to investigate the feasibility of using a
wrist-based IMU sensor to detect FOG episodes. The study
used the data from the CuPiD IMU dataset [45], which
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contained data from 18 patients. The IMU consisted of an
accelerometer and a gyroscope, with a sampling rate of 128
Hz. A simple network with two CNN layers was used,
and evaluation with 10-fold cross-validation achieved a mean
specificity of 90% and sensitivity of 86%.

Although different DL models were used, the past studies
were able to achieve excellent detection accuracy. However,
these models were trained and tested with a limited number of
subjects, and the gait patterns for PD patients with FOG differ
significantly and can even differ significantly within a patient
as the disease progresses. The performance of models might
deteriorate if employed on subjects with gait characteristics
different from those from subjects the models were trained on.
In addition, while past studies have used either time-domain or
frequency-domain data as the input, we explored in this study
the possibility of leveraging time-frequency representations
as the input. The use of the two-dimensional time-frequency
representation as the input also demonstrated the feasibility of
using computer vision techniques and architectures to detect
FOG. This approach lays the groundwork for future FOG
detection research to adopt and extend innovative solutions
from the computer vision literature.

Inspired by the latest research in CNN models, we investi-
gated a novel FOG detection method using CNN. The model
was optimised using the sequential model-based Bayesian
optimisation method. In order to evaluate the proposed model’s
performance, we first compared the proposed model with
seven popular machine learning algorithms: 1) k-nearest neigh-
bours (KNN), 2) Linear Regression (LR), 3) Decision Tree
(DT), 4) Random Forest (RF), 5) Support Vector Machine
(SVM) with linear kernels, 6) SVM with radial basis function
(RBF) kernels, and 7) Extreme Gradient Boosting (XGBoost).
Subsequently, the proposed model was compared against the
state-of-the-art DL models: Xia’s model, Camps’s model,
and Bikias’s model. The preliminary design and results that
were reported in a previous conference paper [46] were also
reconstructed and examined.

II. MATERIALS AND METHODS

A. Data

Sixty-seven PD subjects who suffered from different degrees
of FOG in the past agreed to participate in our study. All
subjects were selected during their regular check-up and rec-
ommended by their respective neurologists from the local hos-
pitals. The study was approved by the SingHealth Centralised
Institutional Review Board of Singapore on 28th September
2016 (CIRB Ref: 2016/2743).

Each subject was instructed to perform two types of walking
tests in the hospital under the observation of a physiotherapist
and several researchers. The first one was the standard 7-metre
Timed-Up-and-Go (7mTUG) test, and each subject conducted
the test three times. As mentioned in our previous research
[46], FOG subjects (freezers) often experience "white-coat
syndrome" where they do not experience FOG when perform-
ing walking tests with their neurologists or physiotherapists in
a hospital or a laboratory setting. On the other hand, another
widely adopted FOG data collection method, home-based data

collection, has a higher chance of simulating the patient’s daily
routine and inducing more FOG episodes. However, it also
brings up significant concerns about the patient’s safety and
privacy. Hence, in order to reduce the "white-coat syndrome",
we asked the subjects who did not experience any FOG
episodes during the 7mTUG to walk freely in the clinic
as the second FOG-inducing test in order to capture more
occurrences of freezing. The subjects wore an IMU around
the lateral malleolus area of each ankle, and a third IMU
near the 7th cervical (C7) vertebra during both tests. However,
the data from the third sensor was not used in the FOG
detection model as it was used only to analyse the patients’
sitting and standing posture and stability. Each IMU used in
this study was composed of an accelerometer, gyroscope, and
magnetometer, and was developed in-house at the National
University of Singapore [47, 48]. The IMU data was then
transmitted wirelessly over a Bluetooth connection and saved
into an iPad app at a sampling rate of 50 Hz.

Videos were recorded during the tests, and three experienced
physiotherapists independently reviewed the videos after the
tests in order to mark the FOG events. The final FOG labels
were decided based on the decision of the majority. We ended
up with a total of 486 FOG events in our database.

Within the sixty-seven subjects we recruited, data from
four subjects who were unable to complete the tests, or
encountered data loss during the tests, was excluded. Three
subjects who suffered from FOG did not manifest any signs of
freezing during the tests. Seven subjects demonstrated minimal
or insignificant periods of FOG. However, recordings from
these ten subjects were kept as examples of non-FOG gait.
Four subjects faced significant challenges completing the test
without walking aids, such as a walking frame or cane, so
their data (which included periods of FOG) was collected with
walking aids and used in our analyses. The rationale was that
the use of walking aids in some environments was common in
PD patients, so including this type of data would allow us to
build a more robust system that could be used by PD patients
to detect FOG in different environments.

The demographics of the sixty-three subjects who com-
pleted all the tests are shown in Table I.

B. Signal Pre-Processing
1) Data Filtering: Signal pre-processing, such as filtering, is

usually required for classification problems using time series
data. However, DL models often require minimal filtering,
and introducing noise into the input data is often used in
DL models to reduce generalisation error and improve model
robustness [50]. Hence, in our experiments, the data was not
filtered at all when training the CNN model.

When testing with the other machine learning models, the
accelerometer signals were filtered with a 4th-order Butter-
worth band-pass filter. The cut-off frequencies were 0.2 Hz
and 15 Hz. A 4th-order Butterworth low-pass filter was applied
to the gyroscope signal with a cut-off frequency of 10 Hz.

2) Continuous Wavelet Transform: Previous DL FOG de-
tection algorithms used either the time-domain raw data or
frequency components obtained from the Fast Fourier Trans-
form (FFT). Spatial and temporal domain features, such as
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TABLE I: Demographics of the subjects. PD stands for Parkin-
son’s Disease. Duration of Disease refers to the time interval
between the date of PD diagnosis and the first assessment
in this study. FOG-Q is the Freezing of Gait Questionnaire,
which is currently the only validated measure to evaluate FOG
subjectively [49]. 7mTUG is the 7-meter Timed-Up-and-Go
test, which is a widely used functional mobility test.

Characteristics PD patients (n = 63)

Age (Year) 69.35 ± 12.4

Gender

Male 41 (65.08%)

Female 22 (34.92%)

Duration of Disease (Years) 6.21 ± 4.83

FOG-Q Total Score 13.56 ± 4.62

Average 7mTUG (Seconds) 71.82 ± 77.43

cadence, step duration, velocity, stride length, FOG Criterion,
and gait cycle duration (stride time, stance time and swing
time), etc. have been shown to be effective in detecting FOG
[51-54]. Frequency domain features, such as power in the
freezing band (FOG episodes often occur between 3 to 8
Hz) and locomotor band (volitional activities have dominant
frequencies that range from 0.5 to 3 Hz), have also been shown
to be sensitive predictors in FOG detection, and can only be
discovered in the frequency domain [51, 55, 56]. For example,
Figure 1a shows non-FOG gait data from one of our subjects
reflected in the orderly and periodic changes in the vertical axis
of both the accelerometer and gyroscope signals. Figure 1b
shows that most of the frequency components were distributed
below 3 Hz. Figure 2a shows gait data from another one of our
PD subjects suffering from a FOG episode. The data from the
vertical axis of the accelerometer and gyroscope were much
more random and distorted. Figure 2b shows that most of the
frequency components were distributed between 3 Hz to 8 Hz.

However, based on observations of our own data and the
results of past studies [32, 57], these patterns in the time
or frequency domains were not always distinguishable for all
patients. For the same patient, his/her FOG patterns also varied
over time. This heterogeneity complicates the autonomous
detection of FOG. Therefore, applying either raw time-domain
data or transformed FFT data as the inputs for a CNN model
can potentially lead to some critical features missing from the
analysis and classification. This motivated us to make use of
the wavelet transform, which would capture patterns in the
time-frequency domain, to provide richer inputs to the CNN
model. In Figure 1c and Figure 2c, data in the same window
was transformed into the time-frequency plane using a con-
tinuous wavelet transform (CWT). The scalograms contained
all the key information from the time and frequency domain
analyses. Furthermore, they provided considerable additional
insights into the non-stationarity of the IMU signals and the
time specificity of power increases in different frequency

bands.
As the CWT can provide a finer discretised scale for anal-

ysis than the discrete wavelet transform, we used the absolute
value of the coefficients obtained from the Morlet mother
wavelet as the input to our CNN model. The mathematical
representation of the CWT for a time-series data x(t) with
respect to a mother wavelet ψ, is defined as :

CWT (s, τ, ψ) =

∫ inf

− inf

x(t)
1√
s
ψ∗(

t− τ
s

)dt, s ∈ R+∗, τ ∈ R
(1)

where s and τ are the scale and translation factors, respec-
tively, used to transform the mother wavelet ψ, and *denotes
the complex conjugate.

C. Machine Learning Models

In order to compare the performance of DL models to
machine learning models, 67 features (F1 to F67, described
below) that had been used in past FOG detection studies were
trained using seven popular machine learning models. The
features were extracted from the data in 1-second windows.

1) Frequency Domain Features: Moore et al. [58] and Del-
val et al. [51] pointed out that freezing of gait often occurred
in the range of 3 to 8 Hz in the frequency spectra for vertical
leg acceleration, while normal gait happened in the 0.5 to 3
Hz range. Therefore, we selected five widely used groups of
frequency domain features (F1 to F5) described in Table II.

TABLE II: Short descriptions of the selected frequency domain
features for FOG detection.

Feature Index Feature Name Feature Description

F1 Freeze Index

(FI)

Power ratio in the freezing band (3 – 8 Hz)

and the locomotor band (0.5 – 3 Hz) .

F2 Total Power Total power in the freezing band and the

locomotor band.

F3 Average Acceleration

Energy

Average energy for all three axes of

acceleration (X, Y, and Z).

F4 Sum of PSD Sum of the power spectral density

for vertical acceleration.

F5 Peak Frequency Peak frequency component for

vertical acceleration.

2) Entropy Features: Sample Entropy (SampEn) is an im-
proved version of approximate entropy and is often used to
evaluate a time-series data’s complexity or regularity [59].
Human gait is a form of a dynamical system, and FOG is a
sudden and episodic abnormality in the gait system [60, 61].
SampEn can be an effective method to analyse the regularity or
stability of human gait where a higher SampEn value indicates
a higher level of irregularity or randomness.

Sample Entropy calculation was performed for both ac-
celerometer and gyroscope signals in the X, Y, and Z axes (F6
to F11), as well as the signals’ magnitude (F12 to F13). This
feature extraction process was performed for each window of
data to form the feature vector.
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(a) Non-FOG gait in Time Domain

(b) Non-FOG gait in Frequency Domain

(c) Non-FOG gait in Time-Frequency Domain

Fig. 1: Non-FOG gait signals visualised in time, frequency, and time-frequency domains.

3) Wavelet Features: The wavelet transform is another pop-
ular method to analyse time-series signals. For example, El-
Attar et al. [62] demonstrated that features extracted from
applying discrete wavelet transform (DWT) on accelerometer
signals yielded a robust FOG classification model.

Therefore, we analysed the accelerometer signals using
Daubechies orthogonal wavelets (db1) to extract 25 approx-
imation (cA) and 25 detail coefficients (cD) from the X, Y,
and Z axes, as well as the magnitude of the signals. Statistical
features of the cA and cD for each of the three axes, such as 1)
mean (µ), 2) standard deviation (σ), 3) median, 4) skewness
(skew), 5) kurtosis (kurt), 6) minimum (min), 7) maximum
(max), 8) interquartile range (iqr), and 9) median absolute
deviation (MAD) were calculated for 1 second of the data
to form the 27-dimension wavelet feature vector (cA features:
F14 to F40, cD features: F41 to F67).

D. Data Segmentation for Deep Learning Model

Data normalisation is essential for DL models to reduce
computational time and improve performance [63]. The best
practice to perform data normalisation and estimate the data
distribution is always to use only the training data and keep the
test dataset untouched to prevent potential overfitting. In our
study, the training data (consisting of the nine IMU signals)
was used to fit the robust scaler, and the entire dataset was
transformed using the best-fit scaler. The normalised data were
then segmented into smaller 4-second windows (200 samples),
with a 50% overlap. Each 4-second window was composed
of two parts. The non-overlapping part of the data was 2
seconds and was defined as the current window because the
window label was determined using only part of the data. The
overlapping 2 seconds of data was from the previous window,
and it was combined with the current window in order to
capture more features and transitory patterns.
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(a) FoG in Time Domain

(b) FoG in Frequency Domain

(c) FoG in Time-Frequency Domain

Fig. 2: FOG signals visualised in time, frequency, and time-frequency domains.

In some earlier studies, a window was labelled as a FOG
window when all data in that window were FOG data [41],
or more than 50% of the data in that window were FOG data
[42]. However, in our data, a window that contained more than
0.2-second of FOG data (10% of the new information in each
window, e.g. ten samples) was labelled as a FOG window.
The shortest FOG episode in our dataset was 0.04 seconds,
which was the duration of a two frames in the videos used
by the therapists to identify FOG. There were only 6 FOG
episodes (1.2%) shorter than 0.2 seconds, and these episodes
might not be detectable in real life. The rationale for labelling
0.2 seconds of FOG data as a FOG window was to minimise
the detection latency and improve the detection robustness by
training the model to recognise partial FOG windows and short
FOG episodes. However, the obvious drawback was that a
model’s performance deteriorated with this approach, which
might be part of the reasons why the reconstructed models

in this paper exhibited reduced performance as compared to
those reported in the original studies.

E. Deep Learning Model Architecture
Extensive research on CNN has shown that models can learn

more complex features as it goes deeper. However, training a
deeper model is challenging as it requires a large amount of
computational resources and data. Therefore, we limited our
network to a maximum of 8 CNN layers. An overview of the
CNN architecture used is shown in Figure 3.

The first two CNN layers in the first 2D convolutional
block contained 77 and 685 filters, respectively, and the kernel
size was 7x7. A max-pooling layer with pool size of 5x5
and stride size of 2x2 was added after the CNN layer. The
two CNN layers in the second and third blocks had identical
configurations, except 128 filters were used in the second block
and 464 filters were used in the third block. The kernel size
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in these two blocks was reduced to 5x5. The last block used
a smaller 3x3 kernel and 101 filters. A 2D global average
pooling layer, followed by a fully connected layer with 512
neurons, was added at the end of the convolutional block. After
the fully connected layer, a sigmoid activation function was
used to determine the output. All convolutional blocks ended
with a batch normalisation layer, a softsign activation layer,
and a dropout layer. The dropout rate was set to 0.4.

We also used the following DL techniques in the model to
improve model robustness and prevent overfitting:

1) Regularization: Overfitting is a common modelling issue,
and it often occurs with CNN models. This error happens when
the model fits the training data too well but fails to generalise
to the test data. A few regularisation techniques to overcome
overfitting were implemented in our model.

A large weight in CNNs will typically amplify noise in
the input data, causing the error to increase further while
propagating through the network. Hence, it is often an indi-
cator of overfitting. Maximum normalised weight constraints
were applied to all our convolution layers to ensure that the
magnitude of weights did not exceed a given threshold during
training.

A dropout layer is another regularisation technique to pre-
vent overfitting. It randomly sets the output of some hidden
neurons to zero during training at the given retaining prob-
ability. Dropout layers typically work well with a maximum
normalised weight constraint. We tested different combinations
of values for the maximum normalised weight and the dropout
probability of retention, and the optimal result is discussed in
the next section.

Early stopping was another regularisation method we used
to prevent overfitting, where training was stopped when there
were no significant decreases in validation loss over 20 epochs.

2) Global Average Pooling: Another technique used to re-
duce overfitting was introducted by Lin et al. [64] who
introduced a global average pooling layer to replace the fully
connected layer and enhance model discriminability within the
receptive fields. Our model used a 2D global average pooling
layer, followed by a fully connected layer at the end of the
layer. The implementation has been used in recent advanced
CNN architectures, such as EfficientNet [65] and MobileNet
[66], as it reduces the computational cost of using two fully
connected layers and maintains the performance of the model
at the same time.

3) Batch Normalisation: Recent deep learning models have
tended to increase their depth with multiple layers that are
combined sequentially, with the inputs to each neural network
layer coming from the activity of the previous layer. During
the training process, the parameters in each neural layer will
be updated with each mini-batch of data, and this change
of parameters will create a constant shift in the distribution
of inputs [67, 68]. When these inputs propagate through the
network, this small distribution change is amplified and causes
a slowdown in the network convergence. This phenomenon has
been described as an internal covariate shift [67]. We used
batch normalisation in our network to normalise each layer’s
inputs to reduce the training time and improve the model’s
robustness [69].

F. Model Optimisation

With the thousands of combinations of all the hyper-
parameters, it would have been very time-consuming to iden-
tify the optimal hyper-parameters if we used the entire dataset.
As such, we used only 30% of the training dataset to search for
the potential candidates and obtained an estimate of the opti-
mal model performance. Furthermore, as the network structure
was relatively complex, conventional hyper-parameter tuning
approaches, such as the exhaustive grid search or random
search, could not be performed using the full scale of the
network as the computational cost would have been enormous.
Hence, we adopted the "Taking the Human Out of the Loop"
concept [70] and chose the Bayesian Optimisation approach
to select the optimal combination of hyper-parameters, such
as activation functions, dropout rate, kernel initialisers, weight
constraints, optimisers, loss functions, and the number of filters
in each layer. A hyper-parameter tuning library, scikit-optimize
[71], was adopted in the fine-tuning process, and the Gradient
Boosted Regression Trees technique was used to minimise the
negative G-mean.

The Bayesian Optimisation (BO) function tried to find a new
hyperparameter sample Xn bounded by the given options χ
(shown in Table III). For each iteration, the BO selected the
best Xn by optimising the acquisition function, α, with the
surrogate function obtained from the previous iteration Dn−1:

Xn = argmaxX∈χ α(X | Dn−1) (2)

where the acquisition function α, was defined as :

α(X) = Emax(f(Xn)− f(X+)) (3)

The f(X+) and f(Xn) symbolised, respectively, the highest
validation G-mean derived from the objective function so
far, and the current validation G-mean from the current set
of hyperparameters. Dn−1 represented the surrogate function
that was estimated from the last set of hyperparameters, and
the objective function f(Xn). The surrogate function was an
approximation of the objective function used to infer the poste-
rior of the optimisation process. The BO was a sequential op-
timisation process, where the initial set of Xn was determined
randomly from the options χ. The surrogate function Dn−1
was updated by the initial set of hyperparameters or the last set
of values that had been evaluated. The updated Dn−1 was then
fed to Equation 2 to find an improved set of hyperparameters.
We set the maximum number of iterations to 256, but the
validation G-mean exhibited no significant improvements after
154 evaluations in our experiment, which suggested that the
sequential optimisation process had converged to the global
optimum. The final set of hyper-parameters are summarised
in Table III.

To speed up the fine-tuning process further, the model
was trained using synchronous distributed training where each
GPU ran a replica model with a local batch size of 10. We
trained each combination of parameters for 50 epochs with a
global batch size of 80 (the local batch size * the number
of GPUs). Theoretically, this training strategy would have
increased the training speed by eight times.
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Fig. 3: Proposed CNN architecture.

G. Model Evaluation
Six evaluation metrics were used to evaluate the proposed

model’s performance and compare it to other state-of-the-art
algorithms Table IV. The Shapiro-Wilk normality test was
performed on all evaluation metrics from all classification
models. The one-tailed Student’s t-test (α = 0.05) was
used to test for statistically significant improvements if the
distributions from both evaluation metrics passed the normality
test, and the Hedge’s g was reported for the effect size
estimation. Otherwise, statistical significance was assessed
using the nonparametric Mann–Whitney U test (α = 0.05)
and the Rank-Biserial Correlation was applied to determine
the effect size.

For most PD patients, FOG events constitute only a small
part of their regular walking experience. The gait data col-
lected for FOG studies will always be imbalanced with FOG
incidents being the minority class. We used the geometric
mean (G-mean) and F1 score (harmonic mean of the precision
and recall) as they are generally the better metrics to evaluate
model performance by taking into account data imbalances
[72, 73].

III. RESULTS AND DISCUSSION
All experiments were conducted using Python, Tensorflow,

and other relevant python libraries. The model was trained on
an Nvidia Tesla V100 GPU using an Amazon Web Services
Elastic Compute Cloud (EC2) cluster.

The data was split into 80% training data and 20% test
data, i.e., 50 subjects in the training dataset and 13 subjects in
the test dataset. During the training and validation process, the
10-fold cross-validation was performed using only the training
data, and the test set was held out for final evaluation.

A. ML Classification Results
Seven popular machine learning models (KNN, LR, DT,

RF, SVM, SVM-RBF and XGBoost) were selected to evaluate
the classification performance using conventional handcrafted

features. All models were fine-tuned using a grid search
to determine the best set of hyper-parameters. Each model
was trained with Stratified 10-fold validation. The mean
performance of models over the 10-fold validation is shown
in Table V and Figure 4. The XGBoost showed the best
performance in accuracy (80.65%) , G-mean (81.03%), and F1
score (77.41%). Other models showed a mean classification
accuracy below 80%. The XGBoost model also exhibited
statistical improvement over KNN and SVM (RBF) models
for four evaluation metrics, with effect sizes (Hedge’s g) above
0.8.

B. Deep Learning Classification Results
1) Baseline CNN Model and Reconstructed Models: We re-

trained our previous model [46] with 10-fold cross-validation
to evaluate the model performance. Furthermore, we recon-
structed some of the state-of-the-art models mentioned in the
first section as a comparison. As the dataset was different, and
because of the increased heterogeneity in our data because of
the much larger number of subjects, some of the reconstructed
models (like Camps’s model and Bikias’s model) did not
achieve the performance reported in the original articles. In
contrast, our baseline model and the reconstructed Xia’s mod-
els exhibited very comparable results to their reported subject-
independent models. The performance differences in the re-
constructed models could also have been due to differences
in data collection conditions (e.g. data collection in hospital
versus home), sensor data (e.g. inclusion of magnetometer
data), window sizes, and labeling. The results are shown in
Table VI and Figure 5.

2) Proposed CNN Model: We trained the models with a 10-
fold cross-validation scheme and evaluated them with the hold-
out test set to demonstrate that the proposed CNN model out-
performed previous models. Table VI shows that the proposed
CNN model exhibited a statistically significant improvement
from the ML models for the average accuracy, precision, G-
mean, and F1 score. All metrics except the sensitivity were
significantly improved compared to Xia’s model. However,
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Fig. 4: ML classification results with the selected FOG features.
1) K-nearest neighbours (KNN), 2) Linear Regression (LR), 3) Decision Tree (DT), 4) Random Forest (RF), 5) Support Vector Machine (SVM) with linear
kernels, 6) SVM with radial basis function (RBF) kernels, and 7) Extreme Gradient Boosting (XGBoost).

Fig. 5: Classification performance for the baseline and re-constructed DL models.

the proposed model displayed significant improvements from
Camps’s model only in specificity, precision, and G-mean.
The average accuracy, specificity, G-mean, and F1 score were
also significantly improved from the CNN baseline model.
Compared with the latest CNN FOG detection model, Bikias’s
model, the proposed model manifested significant improve-
ment for accuracy, sensitivity, G-mean and F1 score. All the
significant improvements in the metrics showed substantial
effect size (Hedge’s g > 0.8 or the Rank-Biseriall correlation
> 0.5), indicating large practical differences [74, 75]. The
only three exceptions were when the CNN baseline model’s
F1 score and Bikias’s model’s G-mean were compared with
the corresponding metrics from the best ML model, and the
proposed model’s F1 score was compared with the F1 scores
from the CNN baseline model and Xia’s model. These metrics
failed the normality test, and the correlation was below 0.5.

Furthermore, the proposed model showed significant improve-
ment over G-mean against all the models with substantial
effect size.

The best performance obtained from the proposed model
achieved a 90.7% G-mean and 91.5% F1 score. Further-
more, the proposed model and the reconstructed Bikias’s
and Camps’s model displayed minor performance fluctuations
throughout the 10-fold cross-validation, indicating that these
models provided similar performance levels with data from
new subjects. No significant improvement for sensitivity was
found in the statistical analysis, mainly because the proposed
model was optimised to find the best G-mean performance.

IV. CONCLUSION
In the last two decades, FOG detection algorithms have

slowly changed from classical feature extraction and statistical
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TABLE III: CNN hyperparameters explored using Bayesian
Optimisation and the optimal parameters obtained.

Parameter Options Optimal

Parameters

Activation Function

1. relu

2. softplus

3. softsign

4. selu

5. swish

softsign

Dropout Rate U (0.1, 0.9) 0.4

Kernel Initializer

1. lecun uniform

2. lecun normal

3. normal

4. glorot normal

5. glorot uniform

6. he normal

7. he uniform

8. orthogonal

9. variance scaling

normal

Layer Weight Constraint logU (0.6, 5) 1.8

Optimizer

1. SGD

2. RMSprop

3. Adagrad

4. Adadelta

5. Adam

6. Adamax

7. Nadam

8. Ftrl

Adamax

Loss Function

1. binary crossentropy

2. sparse categorical crossentropy

3. hinge

4. squared hinge

binary

crossentropy

analysis methods toward adopting various machine learning
(ML) and deep learning (DL) algorithms and techniques to
discover data characteristics. However, FOG detection still
remains a challenging problem because of the complexity
and heterogeneity of the symptoms. Another challenge is the
amount of high-quality data available to develop a reliable and
robust deep learning model.

In this study, we proposed a novel method to analyse IMU
data using time-frequency analysis and proposed a robust
model structure that was trained and validated on a relatively
large cohort of PD patients who suffered from FOG. Using the
"Taking the Human Out of the Loop" concept, we employed
Bayesian Optimisation to determine the optimal hyperparame-
ters and the final model design. Our proposed design is also a
subject-independent model, and it is immune to the fluctuation
in gait patterns when PD patient mobility deteriorates over
time. The empirical results also indicated that the model can
provide consistent performance and excellent FOG detection
accuracy. Moreover, the statistically significant improvement
of G-mean in the proposed model compared against all other
models demonstrated that the Bayesian optimisation approach

TABLE IV: Classification Evaluation Metrics. The true positive
rate (TP) indicated the proportion of FOG episodes correctly
classified. The false positive rate (FP) showed the proportion
of non-FOG data windows misclassified as FOG episodes. The
true negative rate (TN) computed the proportion of non-FOG
episodes that were classified accurately. The false-negative rate
(FN) was the proportion of FOG episodes misclassified as
non-FOG episodes.

Evaluation

Metrics

Mathematical

Expression
Explanation

Accuracy TP+TN
TP+TN+FP+FN

The total percentage of correctly classified

windows.

Sensitivity

/ Recall

TP
TP+FN

The true positive rate, which corresponded

to the ratio of FOG windows that were

correctly classified as FOG windows.

Specificity TN
TN+FP

The true negative rate, which indicated

the proportion of non-FOG windows that

were correctly considered as non-FOG.

Precision TP
TP+FP

The ratio of correctly classified FOG windows

to the total proportion of classified FOG windows.

Geometric

Mean

2
√
Sensitivity ∗ Specificity

The G-Mean, the square root of the product of

the sensitivity and specificity is a performance

measurement that helps to balance the result

among different classes.

F1-Score 2 ∗ Precision∗Recall
Precision+Recall

The harmonic mean of precision and recall is

an evaluation metric that assesses

the classification performance

by evenly weighting recall and precision.

could effectively determine the hyperparameter over desired
evaluation metrics or objective functions.

The proposed model used the two-dimensional time-
frequency representations as inputs, demonstrating the feasi-
bility of using computer vision techniques and architecture
to detect FOG. This approach lay the groundwork for future
FOG detection research to adapt and develop more innovative
solutions from the computer vision domain. However, the main
limitations of this model are that the model does not reduce the
computational cost and relies heavily on GPUs to process the
data during the training phase of the model. Nevertheless, we
did not find a significant increase in computational cost for the
inference process compared with other models. Another lim-
itation of this study is that the data collection was performed
in the hospital, where patients pay extra attention to their
movements. This approach might not represent sufficiently all
the real-world environments that trigger FOG and the patients’
daily difficulties at home.
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