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Abstract

We discuss the crucial importance of explainability and understandability in artificial intelligence, in addition offering a small,

insightful experiment, followed by a discussion of responses, challenges, and obstacles. We believe the pursuit of AI explainability

and understandability is crucial, to be ignored at our peril.
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Abstract

We discuss the crucial importance of explainability and understand-
ability in artificial intelligence, in addition offering a small, insightful
experiment, followed by a discussion of responses, challenges, and ob-
stacles. We believe the pursuit of AI explainability and understand-
ability is crucial, to be ignored at out peril.

AI Explainability is Hard—Yet Crucial

One of the major challenges of modern-day artificial intelligence (AI) is the
striving to understand the “mind” of an AI—in particular deep networks—
i.e., comprehend how such networks “think” (some would argue the quota-
tion marks are superfluous).

We humans often ask “why”—we need explanations. This is not just
some abstract desire. It is part of our makeup, part of our evolutionary
ancestry whose survival depended on modeling and understanding the world.
Thus, it is natural that we seek explanations from AIs. Why did the AI reject
a college application? Why did the AI classify the image as an elephant?
What are the reasons? Are they sound? Or, do they evidence bias or some
other form of erroneous thinking? Why did the AI recommend a certain
medical procedure? Indeed, in the medical domain explainability is legally
required.

An entire subfield of eXplainable Artificial Intelligence (XAI) has arisen
in recent years [1], focusing on finding explanations for the reasoning of deep
networks. However, we find that usually such explanations are “shallow” in
some sense, when compared with deeper explanations that humans offer
upon being questioned about their thoughts and reasoning.
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A typical example of XAI in images involves a so-called “explanation
map”, which shows the pixels most responsible for producing a network’s
output, for example, classification of a bird in a nature image (Figure 1a).
Essentially, these are the pixels that had the most influence on the network’s
gradients [2]. While such commonly used explanation maps offer insight into
a network’s workings, we think the explanations are shallow and local, being,
as they were, about low-level pixels and not about high-level concepts, such
as: “This is a bird because of its beak and feathers”. XAI is used not only
to explain images, but also for other forms of data: tabular, time series,
linguistic, and more. Yet from what we have seen there is always some sense
of not being quite up to par with human explanations.

There have been interesting attempts to go beyond shallow explanations.
For example, Feather et al. [3] focused on metamers—“stimuli that produce
the same responses at some stage of a network’s representation”—showing
that metamers from early network layers were recognizable to human ob-
servers but those from deeper layers were not.

A recent work introduced the idea of a “probe”—a neural network that
is simpler than the one under study, trained to decode the original network’s
internal activations [4]. While undoubtedly a step forward, this still does not
quite provide a full-blown, humanlike, explanation. Very recently, thanks
to advances in multimodal AI [5], new XAI approaches began delivering
conceptual explanation capabilities. Another recent approach used a large
language model (GPT-4) to explain neurons in another large language model
(GPT-2XL), focusing on what they termed “explanation score”: a measure
of a language model’s ability to compress and reconstruct neuron activations
using natural language [6]. Schwettmann et al. [7] introduced FIND (Func-
tion INterpretation and Description), a benchmark suite for evaluating the
building blocks of automated interpretability methods. These approaches
are resource intensive since they rely on large, deep networks.

Explanation at Eye Level: An Applied Gedankenexperiment

We wish herein to advocate a higher level of explanation modeling and un-
derstanding. Towards this end we designed and performed a simple yet
thought-provoking setup focusing on faces in the CelebA dataset. We de-
ployed the Deepface software package, which includes both facial recognition
and facial-attribute analysis [8]. The package offers several models, trained
independently and on different datasets. For facial recognition we chose
three of the available models: Google FaceNet, OpenFace, and ArcFace.
For facial-attribute analysis Deepface offers four models: gender, age, facial
expression, and ethnicity.

Crucially, we now have access to completely different models, trained on
different datasets, performing different tasks. We then perform the following
steps:
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• Select a random image from CelebA—designate it the “original”.

• Call DeepFace.find with the original image and the entire CelebA
dataset. This function finds the most-similar images to the original by
generating latent representations (embeddings) of all dataset images
and then comparing those with the embedding of the original image
through the cosine-similarity measure.

• The most-similar image should be the same as the original. For the
next 5 most-similar images, call DeepFace.analyze, a function that
deploys the four models that asses gender, age, expression, and eth-
nicity.

This simple procedure is repeated to produce multiple outputs. Note
that find (facial recognition) and analyze (facial attributes) use different
models, as explained above.1

Figure 1b shows a sample output panel. There are three rows, per three
facial-recognition models. For each model we considered the 6 most-similar
images. The most similar is the original, followed by five additional images
to the right. Independently of face recognition, now come the attribute
models and analyze the images. The analysis results are given below each
image, showing the outputs produced by the gender model, the age model,
the expression model, and the ethnicity model.

As we’ve emphasized above, there are several independent models at
work here. Face recognition is done separately from face analysis, and within
each of these two categories the models are different.

Observing the sample panel of Figure 1b we note that the analysis of
similar images tend to agree to some extent or other. Indeed, to gather
statistics we ran 1000 random images, which amounted to 15,000 images
(1000 x 3 models x 5 images). For each image we then asked whether the
analyzed attributes agreed with those of the original (for 3 attributes this
is a simple true/false assessment; for age, we defined ‘agreement’ as being
within 3 years either way). The results were: age: 59% agreement with
original, emotion: 49%, gender: 88%, ethnicity: 68%.

We find it interesting that when one model outputs images it considers
similar, a completely different model tends to view high-level concepts (and
human at that)—gender, age, emotion, ethnicity—similarly.

Another intriguing phenomenon we observed is that now and again sim-
ilar images found by the recognition models caused the analysis models—
again, independently—to make similar mistakes. This is demonstrated in
Figure 1c: The analysis models seems to have misjudged the original image
with respect to gender and age. We then obtain similar images through the
recognition model. They do not look quite similar—like humans, AI is not

1The code is available online at [9].
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perfect—yet, curiously, when you hand them over to the analysis models,
gender and age coincide with the original mistakes.

Responses, Challenges, Obstacles

In response to the fundemental challenge of insufficient to no explainability
in most contemporary AI solutions, the literature presents several strategic
avenues. Each approach comes with pros and cons.

Interpretable models, such as decision trees and linear models, inher-
ently offer transparency in the decision-making process. This transparency,
however, comes at the expense of a trade-off between interpretability and
predictive accuracy: The more interpretable the model, the simpler it needs
to be, and thus its predictive accuracy declines. That said, for some tasks,
these oft-overlooked models are the perfect choice.

Rule-based aystems define decision rules explicitly, thus offering inher-
ent transparency. However, manual crafting of rules may be impractical
for complex tasks, and automated rule generation encounters challenges in
capturing subtle decision boundaries.

Explainability techniques for black-box models, such as Local Interpretable
Model-agnostic Explanations (LIME) provide locally good explanations for
complex, black-box models. However, global interpretability is not guaran-
teed at all, and fidelity with respect to the overall model behavior may be
compromised.

Visualizations, such as saliency maps, offer intuitive insights into model
decisions. Challenges lie in designing effective visualizations, and interpre-
tation by humans may greatly vary, potentially leading to misconceptions.
Further, it has been shown that it is possible to manipulate these maps—
so-called adversarial attacks [2].

The pursuit of explainable AI is often driven by the desire to enhance
trust and understanding in AI systems. However, while XAI holds the po-
tential to address these concerns, it is important to recognize possible un-
foreseen challenges and unintended consequences. We think there are (at
least) four key obstacles that warrant careful consideration:

Trade-off between accuracy and interpretability is always an intricate bal-
ancing act. A more accurate model will usually tend to be less interpretable,
and vice versa.

Security concerns. Explanations generated by XAI systems can be pow-
erful tools for understanding and communicating AI decisions. However,
they also carry the risk of being misused or misinterpreted. For example,
explanations could be used to manipulate users by framing decisions in a
biased or misleading way, or to justify biased decisions by providing a veneer
of objectivity. Additionally, users may oversimplify or misinterpret expla-
nations, leading to inaccurate or incomplete understanding of AI decisions.
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Fairness and robustness. XAI explanations should not only provide in-
sights into AI decisions but also be fair and robust to potential biases. This
means that explanations should not perpetuate or reinforce existing biases
in the data or the model itself. Moreover, explanations should be robust
to adversarial attacks or attempts to manipulate them to achieve specific
outcomes. Ensuring fairness and robustness in XAI is particularly crucial
in sensitive applications where AI decisions have significant impacts on in-
dividuals or groups (e.g., the medical domain).

Illusion of understanding. XAI can provide valuable insights into the in-
ner workings of AI models, but it is important to avoid creating an illusion
of complete understanding. AI models, especially complex ones, often in-
volve intricate relationships between features, non-linear dependencies, and
stochastic processes. While XAI can help unravel some of these complexi-
ties, it is essential to recognize that explanations may not capture the full
extent of the model’s behavior. Overreliance on XAI explanations without
critical evaluation could hinder a deeper understanding of AI systems and
their limitations.

... And What is Explainability?

The point at which we shall be content with an explanation is unclear.
Is “because it has two ears” enough? Why does the network output this
explanation? Can it dig further to produce, e.g., “because most mammals
have two ears”? Is that a sufficient explanation? Here we seem to be delving
into the philosophical nature of explanations—but we may have to, given the
rise of AI. As recently noted by Prince [10]: “There is also an ongoing debate
about what it means for a system to be explainable, understandable, or
interpretable... there is currently no concrete definition of these concepts.”

We believe the pursuit of AI explainability and understandability is cru-
cial, to be ignored at out peril. Perhaps task completion and its explanation
should be fully integrated, as recently shown by Sipper [11]. Deep learning
pioneer Geoffrey Hinton said in a recent interview (CBS News, 10/8/2023):
“What we did was we designed the learning algorithm. That’s a bit like
designing the principle of evolution. But when this learning algorithm then
interacts with data, it produces complicated neural networks that are good
at doing things. But we don’t really understand exactly how they do those
things.”
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(a) Image (left) with sample explanation map (right).

(b) Sample output panel. Each row shows 1+1+5 images: original, original
again, 5 most similar to original.

(c) Example of an interesting error.

Figure 1: Understanding AI thinking.
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