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Abstract

Due to their flexibility and low cost deployment, unmanned aerial vehicles (UAV) will most likely act as base stations and

backhaul relays in the next generation of wireless communication systems. However, these UAVs—in the untethered mode—

can only operate for a finite time due to limited energy they carry in their batteries. In free-space optical communications, one

solution is to transport both the data and the energy from the source to the UAV through the laser beam—a concept known

as simultaneous lightwave information and power transfer (SLIPT). In this study, we have analyzed the SLIPT scheme for

laser-powered decode-and-forward UAV relays in an optical wireless backhaul. The major goal of this study is to optimally

allocate the received beam energy between the decoding circuit, the transmitting circuit and the rotor block of the relay in

order to maximize a quality-of-service metric such as maximum achievable rate, outage or error probabilities. As expected, we

note that the optimal power allocation depends heavily on the source-relay and relay-destination channel conditions. In the

final part of this study, we have maximized the operational time of the UAV relay given that the maximum achievable rate

stays above a certain threshold in order to meet a minimum quality-of-service requirement.
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Due to their flexibility and low cost deployment, unmanned aerial vehicles (UAV) will most likely act as base

stations and backhaul relays in the next generation of wireless communication systems. However, these UAVs—in

the untethered mode—can only operate for a finite time due to limited energy they carry in their batteries. In

free-space optical communications, one solution is to transport both the data and the energy from the source to the

UAV through the laser beam—a concept known as simultaneous lightwave information and power transfer (SLIPT).

In this study, we have analyzed the SLIPT scheme for laser-powered decode-and-forward UAV relays in an optical

wireless backhaul. The major goal of this study is to optimally allocate the received beam energy between the

decoding circuit, the transmitting circuit and the rotor block of the relay in order to maximize a quality-of-service

metric such as maximum achievable rate, outage or error probabilities. As expected, we note that the optimal power

allocation depends heavily on the source-relay and relay-destination channel conditions. In the final part of this

study, we have maximized the operational time of the UAV relay given that the maximum achievable rate stays

above a certain threshold in order to meet a minimum quality-of-service requirement.

Index Terms

Decode-and-forward relay, energy harvesting, error probability, free-space optics, hovering unmanned aerial

vehicle, laser-powered unmanned aerial vehicle, maximum achievable rate, optimal power allocation, outage prob-

ability, simultaneous lightwave information and power transfer

I. Introduction

Free-space optics—or free-space laser communications—is slated to be a promising technology for the

support of higher data rates in the backhaul of next generation of wireless communication systems. One
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of the major advantages of laser communications is the availability of large bands in the optical domain

of the electromagnetic spectrum that can help achieve transmission rates in tens of of Gigabits per second.

Another advantage of FSO is the realization of low-cost and small-sized noncoherent energy detecting

receivers that may be easily mounted on a small aerial platform such as a UAV.

It is expected that UAVs will play an important role in the future generation of wireless communications

[1] just as they are set to revolutionize almost all the aspects of a modern human society: from smart

package delivery and traffic monitoring to surveillance and security applications to name a few. One of the

major applications of UAVs in a wireless communication architecture will be the replacement of traditional

base stations—which are fixed on the ground and therefore stationary—with flying aerial vehicles that

will offer much more flexibility to a system designer in terms of maximizing a certain quality-of-service

metric (maximum achievable rate, bit error rate) of the communication system [2]. Such UAVs will also

find applications as hovering relays in the backhaul of a future communication system due to their relative

ease and quick deployment in a dense urban environment [3].

One of the major hurdles in the extensive deployment of UAVs for wireless communications is the

limited amount of energy that is stored on an on-board battery. Thus, once the stored energy is exhausted,

the communication link faces a disruption because the UAV has to alight on the ground charging station

to recharge the battery. This problem may be resolved by two possible solutions: i) either by using a tether

cable that acts both as a stabilizing force as well as a source of energy [4] to power the UAV, or, ii) by

employing beam-powered scheme (commonly known as Simultaneous Wireless Information and Power

Transfer or SWIPT for short) in which the radio or laser beam is used both for data transmission as well

as for supplying power to the UAV battery [5]. Even though the tethered scheme provides a continuous

source of power supply, it limits the region of operation or the coverage area of the UAV. The SWIPT

scheme allows far more flexibility in this regard; however, if the supplied laser power is not enough, the

UAV may still experience some downtime that will limit the uninterrupted operational time of the UAV.

A. Motivation for Current Study

In this paper, we have analyzed the energy optimization problem for a laser-powered hovering UAV

decode-and-forward (DF) relay in a dual-hop communications link. The laser-powered scheme uses the

same beam for data transmission as well as for energy supply to the UAV, and is commonly known as

simultaneous lightwave information and power transfer scheme—or SLIPT for short—in literature. In the

context of SLIPT and DF relays, an important problem is the optimal allocation of the received energy
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between the following three channels in the relay with the aim to optimize a certain quality-of-service

metric of the system: i) energy used for symbol decoding at the relay, ii) energy required for symbol

transmission to the destination or the next relay, and iii) the energy needed to power the rotors. For

instance, if one allocates too much energy for symbol decoding at the relay, then a small fraction of the

remaining energy is allocated for symbol transmission to the destination or for rotor power. This will likely

deteriorate the error rate or the data rate performance at the destination and will also reduce the uptime

of the UAV. Hence, an optimal allocation of energy between all three channels at the relay is needed in

order to maximize the overall system performance.

II. Background Literature Review and Contributions of Current Study

Sixth generation and beyond communication networks envisage a world where the number of mobile

communication devices will far exceed the number of fixed or stationary terminals. Therefore, energy

harvesting for mobile devices constitutes one of the major areas of research on future networks, and in

this regard, the ideas behind SWIPT and SLIPT have garnered tremendous interest in the last few years.

An important, high-level, paper on SWIPT is [5] wherein the authors lay out a concise introduction

and discuss preliminary ideas on the technology behind SWIPT. An important article on SLIPT—which

is actually the basis of study in this paper—is [6] in which the authors discuss the optimization problems

concerning the SLIPT scheme for airborne radio access networks. In their work, the energy allocation for a

UAV-based access network is optimized in order to maximize the individual achievable rates and the sum

rate of spectrum users. The same authors in [7] apply SLIPT in order to maximize system performance

for indoor internet-of-things applications. They solve a fundamental optimization problem in which the

harvested energy is maximized under the constraint that the Quality of Service does not go below a

certain threshold. Specifically in the domain of indoor visible light communications (VLC), the study [8]

focuses on receiver design in the domains of time and signal components and photoelectric converters. The

same study also applies SLIPT to various network topologies and communication technologies such as

multiple-input multiple-out and hybrid radio-VLC frequency communications. Another paper that applies

SLIPT to visible light communications is [9] in which the authors investigate the downlink unicast signal

transmission of multi-LED multi-user SLIPT networks. In their paper, they study the total transmit power

minimization problem under the the constraints of achievable rate requirement, minimum energy harvesting

and dimming control requirements. Finally, another study that applies SLIPT to VLC systems is [10] in
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which the authors optimize the energy harvesting and data rate performance of multiple users under

lighting constraints.

Now we discuss some references concerned with SWIPT based energy harvesting relays. In [11], the

authors have obtained optimal precoders at the source and the relay to maximize the achievable rate of

the end-to-end link of a dual hop relay scheme. Additionally, they have also investigated the effect of

source transmit power and the position of the relay in the link on the maximum achievable rate. In [12],

the authors discuss the SWIPT mechanism for a multihop decode-and-forward relaying scheme in which

they minimize the transmit power under the constraints of some minimum quality-of-service threshold.

Additionally, they maximize the achievable rate of the system by optimally allocating power at each relay

in the multihop link. The authors in [13] consider SWIPT for a two-way relay network where the minimize

the outage probability by jointly optimizing power allocation of the source nodes, power splitting at relay

nodes and the time allocation of each duration. The authors in [14] consider laser-powered UAVs for

stochastic geometry-based analysis of airborne base stations. Finally, the study in [15] considers optimal

placement of UAV relays in a multihop relay scheme so that the end-to-end error and outage probabilities

in an optical wireless backhaul can be minimized.

For a general discussion on multihop amplify-and-forward and decode-and-forward relays, the interested

reader is referred to [16], [17]. For a discussion on pointing error, acquisition and beam tracking in FSO,

the reader is referred to [18]–[25].

A. Contributions of This Paper

In this manuscript, we have analyzed and optimized the performance of a dual hop relay scheme in an

optical wireless communication system where the relay is not powered by any external source, and a SLIPT-

based mechanism is adopted in order to power the UAV. In this regard, we have solved the optimization

problems that involve the optimal allocation of received power between the following channels in the

relay: i) the decoding channel, ii) the transmitting channel, and iii) the channel supplying power to the

rotors. The optical channel that we have considered is mainly affected by the pointing error due to hover

of the UAV relay [3], and the performance metrics that we have optimized are the maximum achievable

rate or ergodic capacity, the outage probability and the error probability. In the final part of the paper, we

have also attempted to maximize the operational or uptime of the UAV under maximum achievable rate

constraint.
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In order to reduce complexity of optimization, we have derived closed-form expressions for the ergodic

capacity and outage probability of the system in this manuscript. Finally, under the assumption that

the beamwidth is much larger than the magnitude of pointing error for the relay-destination link, the

optimization problems become much more tractable and can be solved analytically.

B. Organization of This Paper

This paper is organized as follows. Section III lays out the channel model for the dual-hop relay scheme

in detail along with all the assumptions. Section III-C describes the architecture of the energy harvesting

relay that works on the principle of SLIPT. Section IV derives the maximum achievable rate, outage

probability and error probability expressions for the SLIPT relay based dual-hop channel, and Section V

deals with the optimal energy allocation problem of the SLIPT relay. Section VI explains the simulation

or experimental results, and Section VII concludes this study with important points and future directions.

III. Channel Model

Tethered UAV

Laser-Powered UAV

Channel 0
Channel 1

Receiver

Transmitter

Fig. 1. This figure shows a laser-powered UAV relay that connects the source (tethered UAV) with the destination receiver in a dense urban
environment.

We consider a channel characterised by dense urban environment as shown in Fig. 1 where the line-

of-sight between the transmitter and the destination receiver may be disrupted due to the presence of

tall buildings that may be high enough to shadow the receiver completely. In order to overcome this

issue, UAV based relays may be deployed that can be placed high enough so that a line-of-sight can be

established. In this study, we assume a dual hop relay scheme where the source is a tethered UAV and the
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destination is a fixed receiver. For the sake of clarity, we denote the source-relay channel as Channel 0

or S-R channel, and the relay-destination channel as Channel 1 or R-D channel. We assume that the relay

between the source and the destination is the energy harvesting type that derives all its power from the

beam transmitted from the source (which is the tethered UAV). The source-relay-destination channel is

characterised by the following set of assumptions:

1) We assume that the link distances (source-relay and relay-destination links) and the beam waists at

the source and relay are small enough so that the scintillation effects due to turbulence are ignored.

This argument stems from the assumption that the beam footprint for a relatively shorter link distance

and a highly focused beam is smaller than the size of turbulent eddies in the atmosphere. For this

scenario, the scintillation of the beam can be ignored, and the only fading the signal experiences is

due to the pointing error which is caused either by beam wander or due to the angular vibrations

of the hovering drone. The total pointing error is the sum of these two (independent) pointing

errors. Incidentally, one of the advantages of using this simplified model is the tractability if affords

in reaching closed-form expressions that simplifies the optimization complexity significantly. Had

we used the traditional composite model h = hahp where ha is the channel coefficient due to

scintillation, and hp is the channel weight due to pointing error, the resulting capacity and outage

probability expressions would have been highly complicated [26]. In order to avoid complicated

mathematical expressions, the authors in [26] have approximated the composite model with a much

simpler expression in the large SNR regime (Equation 20 in [26]) which is quite similar to our

model (equations (8) and (10)).

2) The magnitude of pointing error is assumed to follow a Rayleigh distribution. This assumption is

the basis of many studies concerning the pointing error (one such study is [27]), and is attractive

due to the mathematical tractability afforded by the Rayleigh distribution.

3) We have considered the beam with a Gaussian intensity profile in our analysis. At the relay receiver

as well as the destination receiver, the beamwidth angle (denoted by θ) is assumed to be greater

than the angular pointing error standard deviation (denoted by σ). If this condition were not true,

the outage probability at the receivers will become significant. Additionally, a related assumption

is that the beamwidth θ is large enough so that the receiver aperture area is much smaller than the

footprint of the beam at the receiver location (point receiver assumption). This assumption helps us

simplify the expressions significantly in order to reach closed-form expressions.
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4) We have considered thermal noise—characterised by a Gaussian distribution—as the dominant

source of noise at the receivers. The assumption is that the received signal level at the receivers is

large enough so that the Gaussian approximation of a Poisson process holds, but not large enough

that the signal dependent shot noise dominates the thermal noise.

5) We have assumed that highly stable UAVs are available whose angular pointing error standard

deviation during hovering is close to 1 mrad [3].

A. Pointing Error Model

Assuming a point receiver, the (random) channel coefficient between source and relay is

h0 = 1
2w2

0(z) exp
(
− R2

0
2w2

0(z)

)
exp (−ψz) a2

r ≈
1

2θ2
0z

2 exp
(
− R2

0
2θ2

0z
2

)
exp (−ψz) a2

r, (1)

where w0(z) is the radius of the beam at the relay which is situated at a distance z from the source.

The quantity θ0 is the angular beamwidth of the beam from the source (Channel 0) and for small θ0, it

holds that w0 ≈ θ0z. The factor ar is the radius of the relay receiver lens and we assume that w0 � ar

(point receiver assumption). The factor ψ is a constant that represents the attenuation of the signal in the

medium due to scattering and absorption. The quantity R0 is a Rayleigh random variable that describes

the pointing error in Channel 0, and its scale parameter is denoted by σR0 . The distribution is described

by

fR0(r) = r

σ2
R0

exp
(
− r2

2σ2
R0

)
· 1[0,∞)(r), (2)

where 1A is the indicator function over a measurable set A.

It can be shown that the mean channel coefficient between source and relay is [15]

E[h0] = a2
r

2z2 (θ2
0 + σ2

0) exp (−αz) . (3)

In a similar fashion, we define the (random) channel coefficient between relay and destination, h1, as

h1 ≈
1

2θ2
1(D − z)2 exp

(
− R2

1
2θ2

1(D − z)2

)
exp (−ψ(D − z)) a2

d, (4)

where D is the sum of S-R and R-D link lengths, w1(z) ≈ θ1(D−z) is the beam radius at the destination,

θ1 is the beamwidth in Channel 1, R1 is a Rayleigh random variable (with parameter σR1) that captures

the pointing error of Channel 1, and ad is the radius of the destination receiver aperture.
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B. Distribution of h1 and h0

In this section, we derive the statistics of channel coefficients h1 and h0. Let us focus first on Channel 1

(which is characterised by h1). The statistics of h0 will follow in a straightforward fashion from the result

for h1.

Let φ1 be the angular deviation of the beam that leads to pointing error R1 at the receiver. The quantity

R1 ≈ φ1(D − z) is a Rayleigh random variable with a scale parameter (or spread factor) σR1 . The

quantity σ2
R1 = σ2

X1 = σ2
Y1 where X1 and Y1 are zero-mean i.i.d. Gaussian random variables with a

common variance which is equal to either σ2
X1 or σ2

Y1 , and the relationship between R1 and X1, Y1 is

R1 =
√
X2

1 + Y 2
1 . Let φX1 and φY1 be the independent (nonsolid) angles in the x and y dimensions,

respectively. We assume that φX1 and φY1 are both N (0, σ2
X1). Then for a distance D − z between the

relay and the destination, we have that σ2
X1 = σ2

Y1 ≈ σ2
1(D − z)2, where σ1 is the standard deviation of

the angular pointing error in Channel 1. This implies that σ2
R1 = σ2

1(D − z)2.

It can be shown that the distribution of aR1
2—where a is a positive constant—is exponential with mean

E[aR1
2] = 2aσ2

R1 = 2aσ2
1(D − z)2. This implies that R2

1
2w2

1(D−z) = R2
1

2θ2
1(D−z)2 is exponential with mean σ2

1
θ2

1

which is independent of D and z.

The random variable Y := exp
(
− R2

1
2θ2

1(D−z)2

)
takes on values between 0 and 1 and is distributed with

a CDF

FY (y) = Pr({Y ≤ y}) = Pr
({

exp
(
− R2

1
2θ2

1(D − z)2

)
≤ y

})
= Pr

({
R2

1
2θ2

1(D − z)2 > − ln y
})

(5)

= exp
(
θ2

1
σ2

1
ln y

)
= y

θ2
1
σ2

1 . (6)

Thus, we have that FY (y) = yθ
2
1/σ

2 · 1(0,1](y) or

fY (y) = θ2
1

σ2
1y
yθ

2
1/σ

2
1 · 1(0,1](y), (7)

where fY (y) is the probability density function of Y . The distribution of h1 can be shown to be

fh1(h) = Φ1h
(θ2

1−σ2
1)/σ2

1 · 1[0,B1)(h), (8)

where Φ1 := θ2
1
σ2

1

(
1
B1

)θ2
1/σ

2
1 , and

B1 := e−α(D−z)a2
d

2θ2
1(D − z)2 . (9)
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Decoder

Encoder

Transmit

δ

1 − δ

1 − β

β

Rotor Battery
Rotor Assembly

Output Symbol
Input Symbol

R0

L

C

R1

Transmitter Battery

Fig. 2. This figure depicts the architecture of an energy-harvesting decode-and-forward relay.

Similarly, it can be shown that

fh0(h) = Φ0h
(θ2

0−σ2
0)/σ2

0 · 1[0,B0)(h), (10)

where σ0 is the standard deviation of angular pointing error in Channel 0, Φ0 := θ2
0
σ2

0

(
1
B0

)θ2
0/σ

2
0 , and

B0 := e−αza2
r

2θ2
0z

2 .

C. Simultaneous Lightwave Information and Power Transfer (SLIPT) Receiver Architecture

Here, we consider a short description of the SLIPT architecture for use on an energy harvesting UAV

based relay. A short description of the SLIPT architecture will be given in this section, and the interested

readers may refer to [28] for more details on this topic.

There are two ways that the received laser energy can be used for energy harvesting. One is the time

splitting technique in which a portion of pulse time is allocated for energy harvesting, and the remaining

pulse time is used for data transmission from source to relay. The second technique involves a power

splitter that actually splits power between decoding and energy harvesting channels. One example of

the latter technique is shown in the block diagram in Fig. 2, where the RC circuit diverts a fraction δ of

received energy (alternating current component of the signal) to the decoding block, and the direct current

component (1−δ) is filtered by the RL circuit to the energy harvesting block (batteries, transmit and rotor

blocks). A noncoherent modulation scheme—such as on-off keying (OOK)—already contains a minimum

amount of DC component that can be used for energy harvesting purpose. The harvested power, which
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is (1− δ)Pr—where Pr is the power received at the relay—is further subdivided by a power splitter into

fractions β (used to charge the rotor battery) and 1− β (used to charge transmitter battery) as shown in

the block diagram. Thus, the power going to the rotor is the component (1 − δ)βPr, and the remaining

energy (1− δ)(1− β)Pr is reserved for symbol transmission to the destination.

In our current study, we have assumed a power splitting mechanism for diving energy between each

of the decoding and the energy harvesting branches. We assume that the system designer has access to

mirror and prism based power splitters that can split laser power in any ratio [29].

IV. Performance Metrics of Decode-and-Forward Relay

In this section, we derive the performance metrics of the end-to-end link—the maximum achievable

rate or ergodic capacity, the outage probability and the error probability—as a function of power split

factors δ and β. Without loss of generality, we assume that received signal generates the current i = ηPr

in the photodetector where Pr is the received power, and η is the responsivity of the detector. Without

loss of generality, we assume that η = 1 in order to simplify the resulting analysis.

A. Maximum Achievable Rate

The maximum achievable rate, or the ergodic capacity, of the end-to-end link is the minimum of the

individual ergodic capacities of each of the two hops or links:

C(h0, h1) = min (C0(h0), C1(h0, h1)) , (11)

where C0 and C1 are the individual ergodic capacities of the S-R and R-D channels, respectively.

C0(h0) = ln
(

1 + (δPth0)2

σ2
n

)
, (12)

C1(h0, h1) = ln
(

1 + ((1− β)(1− δ)Pth0h1)2

σ2
n

)
. (13)

The ergodic channel capacity of the end-to-end link is given by

C =
∫ B0

0

∫ B1

0
C(h0, h1)f(h1)f(h0) dh1 dh0

=
∫ B0

0

∫ B1

0
min

[
ln
(

1 + (δPth0)2

σ2
n

)
, ln

(
1 + ((1− β)(1− δ)Pth0h1)2

σ2
n

)]
Φ1h

θ2
1/σ

2
1−1

1 Φ0h
θ2

0/σ
2
0−1

0 dh1 dh0.

(14)
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Equation (14) can be simplified further by noting that at a specific value of h1, which we denote by h∗1,

we have that

ln
(

1 + (δPth0)2

σ2
n

)
= ln

(
1 + ((1− β)(1− δ)Pth0h

∗
1)2

σ2
n

)

=⇒ δ2 = (1− β)2(1− δ)2 (h∗1)2 =⇒ h∗1 = δ

(1− β)(1− δ) . (15)

Thus, (14) may be rewritten as

C =
∫ B0

0

∫ min(h∗1,B1)

0
ln
(

1 + ((1− β)(1− δ)Pth0h1)2

σ2
n

)
Φ1h

θ2
1/σ

2
1−1

1 Φ0h
θ2

0/σ
2
0−1

0 dh1 dh0

+
∫ B0

0

∫ B1

min(h∗1,B1)
ln
(

1 + (δPth0)2

σ2
n

)
Φ1h

θ2
1/σ

2
1−1

1 Φ0h
θ2

0/σ
2
0−1

0 dh1 dh0. (16)

In order to simplify (16), we first show that

ln(x) ≈ α
(
x

1
α − 1

)
, (17)

for any x > 0 and for some α� 1.

1) Proof of Equation (17)

The Taylor series expansion of a function f(x) is given by

f(x) =
∞∑
n=0

f (n)(b)
n! (x− b)n, (18)

where f (n)(·) is the nth derivative of f(·) and b is any real number. Setting f(x) = x
1
α and b = 1, we

have that

x
1
α = 1 + 1

1!
1
α

(x− 1) + 1
2!

1
α

( 1
α
− 1

)
(x− 1)2 + 1

3!
1
α

( 1
α
− 1

)( 1
α
− 2

)
(x− 1)3 + . . .

(19)

α
(
x

1
α − 1

)
= (x− 1) + 1

2!

( 1
α
− 1

)
(x− 1)2 + 1

3!

( 1
α
− 1

)( 1
α
− 2

)
(x− 1)3 + . . .

lim
α→∞α

(
x

1
α − 1

)
= (x− 1)− (x− 1)2

2 + (x− 1)3

3 − · · · = ln(x). (20)

Thus, (16) may be rewritten as

C ≈
∫ B0

0

∫ min(h∗1,B1)

0

α(1 + ((1− β)(1− δ)Pth0h1)2

σ2
n

) 1
α

− α

Φ1h
θ2

1/σ
2
1−1

1 Φ0h
θ2

0/σ
2
0−1

0 dh1 dh0
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+
∫ B0

0

∫ B1

min(h∗1,B1)

α(1 + (δPth0)2

σ2
n

) 1
α

− α
Φ1h

θ2
1/σ

2
1−1

1 Φ0h
θ2

0/σ
2
0−1

0 dh1 dh0. (21)

Through the binomial approximation, the quantity
(
1 + ((1−β)(1−δ)Pth0h1)2

σ2
n

) 1
α ≈ 1 + 1

α
((1−β)(1−δ)Pth0h1)2

σ2
n

when ((1−β)(1−δ)Pth0h1)2

σ2
n

≤ 1 and 1
α

((1−β)(1−δ)Pth0h1)2

σ2
n

� 1. The condition ((1−β)(1−δ)Pth0h1)2

σ2
n

≤ 1 implies

h1 ≤ σn
(1−β)(1−δ)Pth0

. Let us now define the quantity

h?1 := σn
(1− β)(1− δ)Pth0

≈ σn
(1− β)(1− δ)PtB0

(22)

where the approximation in (22) holds loosely for 1 <
θ2

0
σ2

0
< 2, and the approximation gets better for

larger values of the ratio θ2
0
σ2

0
compared to 1. We will use this approximation in (27) in order to arrive at

a closed-form expression of end-to-end ergodic capacity.

Thus, we have that

(
1 + ((1− β)(1− δ)Pth0h1)2

σ2
n

) 1
α

≈ 1 + 1
α

((1− β)(1− δ)Pth0h1)2

σ2
n

, 0 < h1 < h?1 (23)

(
1 + ((1− β)(1− δ)Pth0h1)2

σ2
n

) 1
α

≈
(

((1− β)(1− δ)Pth0h1)2

σ2
n

) 1
α

+ 1
α

(
((1− β)(1− δ)Pth0h1)2

σ2
n

) 1
α
−1

, h1 > h?1

(24)

and
(

1 + (δPth0)2

σ2
n

) 1
α

≈ 1 + 1
α

(δPth0)2

σ2
n

, 0 < h0 < h?0 (25)

(
1 + (δPth0)2

σ2
n

) 1
α

≈
(

(δPth0)2

σ2
n

) 1
α

+ 1
α

(
(δPth0)2

σ2
n

) 1
α
−1

, h0 > h∗0 (26)

where h?0 := σn
δPt

. Denoting the approximate value of C by C̃, we can now write (21) approximately as

C ≈ C̃ =
∫ B0

0

∫ min(h?1,h∗1,B1)

0

((1− β)(1− δ)Pth0h1)2

σ2
n

Φ1h
θ2

1/σ
2
1−1

1 Φ0h
θ2

0/σ
2
0−1

0 dh1 dh0

+
∫ B0

0

∫ min(h∗1,B1)

min(h?1,h∗1,B1)

α(((1− β)(1− δ)Pth0h1)2

σ2
n

) 1
α

+
(

((1− β)(1− δ)Pth0h1)2

σ2
n

) 1
α
−1

− α

Φ1h
θ2

1/σ
2
1−1

1 Φ0h
θ2

0/σ
2
0−1

0 dh1 dh0

+
∫ B1

min(h∗1,B1)
Φ1h

θ2
1/σ

2
1−1

1 dh1

(∫ min(h?0,B0)

0

(
(δPth0)2

σ2
n

)
Φ0h

θ2
0/σ

2
0−1

0 dh0

+
∫ B0

min(h?0,B0)

α((δPth0)2

σ2
n

) 1
α

+
(

(δPth0)2

σ2
n

) 1
α
−1

− α
Φ0h

θ2
0/σ

2
0−1

0 dh0

 . (27)

Equation (27) contains straightforward integrals that are easy to compute. After a number of steps, a
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closed-form solution to (27) is produced below.

C̃ = Φ0Φ1

(
(1− β)(1− δ)Pt

σn

)2
σ2

1
(θ2

1 + 2σ2
1) (min (h?1, h∗1, B1))

θ2
1+2σ2

1
σ2

1

(
σ2

0
(θ2

0 + 2σ2
0)

)
B

θ2
0+2σ2

0
σ2

0
0 (28)

+Φ0Φ1α

(
(1− β)(1− δ)Pt

σn

)2 (
ασ2

1
2σ2

1 + αθ2
1

)(
σ2

0
θ2

0 + 2σ2
0

)(min(h∗1, B1))
2σ2

1+αθ2
1

ασ2
1 − (min(h?1, h∗1, B1))

2σ2
1+αθ2

1
ασ2

1


×B

θ2
0+2σ2

0
σ2

0
0 + Φ0Φ1

((1− β)(1− δ)Pt
σn

)2


1−α
α (

ασ2
1

2(1− α)σ2
1 + θ2

1α

)(
ασ2

0
2(1− α)σ2

0 + θ2
0α

)

×
(min(h∗1, B1))

2(1−α)σ2
1+αθ2

1
ασ2

1 − (min(h?1, h∗1, B1))
2(1−α)σ2

1+αθ2
1

ασ2
1

B 2(1−α)σ2
0+αθ2

0
ασ2

0
0 − Φ0Φ1α

σ2
0σ

2
1

θ2
0θ

2
1

×
(min(h∗1, B1))

θ2
1
σ2

1 − (min(h?1, h∗1, B1))
θ2

1
σ2

1

B θ2
0
σ2

0
0 + Φ1

σ2
1
θ2

1

B θ2
1
σ2

1
1 − (min(h∗1, B1))

θ2
1
σ2

1


× Φ0

(δPt
σn

)2 (
σ2

0
θ2

0 + 2σ2
0

)
(min(h?0, B0))

θ2
0+2σ2

0
σ2

0 + α

(
δPt
σn

) 2
α
(

ασ2
0

2σ2
0 + αθ2

0

)

×

B 2σ2
0+θ2

0α
ασ2

0
0 − (min(h?0, B0))

2σ2
0+θ2

0α
ασ2

0

+
(
δPt
σn

)2 (
ασ2

0
2(1− α)σ2

0 + θ2
0α

)

×

B 2(1−α)σ2
0+θ2

0α
ασ2

0
0 − (min(h?0, B0))

2(1−α)σ2
0+θ2

0α
ασ2

0

− ασ2
0
θ2

0

B θ2
0
σ2

0
0 − (min(h?0, B0))

θ2
0
σ2

0


 . (29)

In order to quantify the approximation error between C and C̃, we use the normalized mean-square error

(NMSE) criterion. The NMSE is defined as the ratio of L2-norm of the error to the L2-norm of original

quantity as follows.

NMSE :=
∫ 1

0

[
C(δ)− C̃(δ)

]2
dδ∫ 1

0 C(δ)2 dδ
. (30)

Figure 3 shows the normalized mean-square error as a function of ratio θ2
0
σ2

0
for two values of noise

standard deviation σn. We note that the approximation error decreases monotonically as θ2
0
σ2

0
grows large

compared to 1.

B. Outage Probability

The outage event will not occur at the relay if the SNR at the relay stays above a certain predefined

threshold Υth:

Pr
(
O{

0

)
:= Pr

({
(δPth0)2

σ2
n

> Υth

})
= Pr

({
h

2
0 > Υth

σ2
n

δ2P 2
t

})
. (31)



14

0 1 2 3 4
10−15

10−12

10−9

10−6

10−3

θ2
0
σ2

0

N
M

SE

σn = 10−6 V
σn = 10−5 V

Fig. 3. This figure shows the normalized mean-square error as a function of the factor θ2
0/σ

2
0 for two values of thermal noise standard

deviation σn. The total link distance D = 4000 m, transmitted power Pt = 50 W, the beamwidth θ1 and angular error standard deviation
σ1 in Channel 1 are 2 mrad and 1 mrad, respectively. The distance z = 2000 m, the factor β = 0, the aperture radius for relay ar and the
destination ad are 0.2 m and 1 m, respectively.

It can be shown that the cumulative distribution function of h2
0 and h2

1 is

Fh2
0
(y) =

(
y

B0

)θ2
0/(2σ2

0)
· 1[0,B0)(y) (32)

Fh2
1
(y) =

(
y

B1

)θ2
1/(2σ2

1)
· 1[0,B1)(y) (33)

where B0 := exp(−2αz)a4
r

4θ4
0z

4 , and B1 := exp(−2α(D−z))a4
d

4θ4
1(D−z)4 . Thus, we have that

Pr
(
O{

0

)
= 1−

(
Υthσ

2
n

δ2P 2
t B0

)θ2
0/(2σ2

0)

· 1[0,B′0)(Υth) (34)

where B′0 := B0δ2P 2
t

σ2
n

.

The outage will not occur for the R-D link if

Pr
(
O{

1

)
= Pr

({
(1− β)2(1− δ)2P 2

t h
2
0h

2
1

σ2
n

> Υth

})
= Pr

({
h

2
0h

2
1 > Υth

σ2
n

(1− β)2(1− δ)2P 2
t

})

= Pr
exp(−(X1 +X2)) > Υth

σ2
n

(1− β)2(1− δ)2P 2
t

(
2θ1θ0z(D − z)

arad

)4

exp(2αD)

 (35)

where X1 := R2
0

θ2
0z

2 and X2 := R2
1

θ2
1(D−z)2 are exponential random variables with means E[X1] = 2σ2

0
θ2

0
and

E[X2] = 2σ2
1

θ2
1
. Let us define Y = X1 +X2 Then,

Pr(O{
1) = Pr

({
Y ≤ ln

(
1

Υ′th

)})
(36)
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where Y is a hypoexponentially distributed random variable whose cumulative distribution function is

Pr({Y ≤ y}) = 1− σ2
1σ

2
0

(θ2
1σ

2
0 − θ2

0σ
2
1)

[
θ2

1
σ2

1
exp

(
− θ2

0
2σ2

0
y

)
− θ2

0
σ2

0
exp

(
− θ2

1
2σ2

1
y

)]
, (37)

for y > 0. Thus, we have that

Pr
(
O{

1

)
= 1− σ2

1σ
2
0

(θ2
1σ

2
0 − θ2

0σ
2
1)

[
θ2

1
σ2

1
(Υ′th)θ

2
0/(2σ2

0) − θ2
0
σ2

0
(Υ′th)θ

2
1/(2σ2

1)
]
· 1(0,1)(Υ′th), (38)

where

Υ′th := Υth
σ2
n

(1− β)2(1− δ)2P 2
t

(
2θ1θ0z(D − z)

arad

)4

exp(2αD). (39)

Finally, the probability of outage for the end-to-end link is given by

Pr(O) = 1− Pr
(
O{

0

)
Pr
(
O{

1

)
. (40)

C. Error Probability

The error event for a dual-hop relay occurs if there is an error in decision either after the first hop (at

the relay R) or after the second hop (at destination D), but not both. Let us denote the error event at the

relay by E0. For OOK signaling, the probability of error at the relay is

Pr(E0|h0) = Q

(
δPth0

2σn

)
. (41)

As discussed before, the relay transmits P (R)
t = (1− β)(1− δ)Pth0 Watts of power to the destination.

The error event at the destination is denoted by E1. The conditional probability of error at the destination

is

Pr(E1|h0) =
∫ B1

0
Q

(
(1− β)(1− δ)Pth0h1

2σn

)
f(h1) dh1. (42)

Since the events E0 and E1 are conditionally independent (conditioned on h0), we have that the conditional

error probability of the end-to-end link is

Pr(E|h0) = Pr(E0|h0) + Pr(E1|h0)− 2 Pr(E0 ∩ E1|h0) = Pr(E0|h0) + Pr(E1|h0)− 2 Pr(E0|h0) Pr(E1|h0).

(43)
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where the last equality is true because the events ER and ED are statistically (conditionally) independent

of each other. The final expression of probability of error is

Pr(E) =
∫ B0

0
Pr(E|h0)f(h0) dh0

=
∫ B0

0
Q

(
δPth0

2σn

)
Φ0h

θ2
0/σ

2
0−1

0 dh0 +
∫ B0

0

∫ B1

0
Q

(
(1− β)(1− δ)Pth0h1

2σn

)
Φ1h

θ2
1/σ

2
1−1

1 Φ0h
θ2

0/σ
2
0−1

0 dh1 dh0

− 2
∫ B0

0
Q

(
δPth0

2σn

)∫ B1

0
Q

(
(1− β)(1− δ)Pth0h1

2σn

)
Φ1h

θ2
1/σ

2
1−1

1 Φ0h
θ2

0/σ
2
0−1

0 dh1 dh0. (44)

V. Energy Optimization

Let us define the average received power at the relay be Pr := PtE[h0], and the harvested power from

the received laser as Ph := β(1− δ)Pr Watts. Let us denote the power consumed by UAV rotors as P0.

A. Optimization: P0 ≈ 0

Here we assume that the power consumed by the UAV rotors is negligible, i.e., P0 ≈ 0. This implies

that β ≈ 0 in this optimization problem, and we only optimize with respect to δ. In this scenario, a

telescope that focuses energy on a focal plane array acts as an aperture at the relay.

1) Maximization of Maximum Achievable Rate

maximize
δ

C

subject to i) 0 < δ < 1.
(45)

In order to solve this optimization problem, we consider the expression of the ergodic capacity given by

(14). We note that too large a value of δ will make the factor ln
(
1 + ((1−β)(1−δ)Pth0h1)2

σ2
n

)
much smaller than

ln
(
1 + (δPth0)2

σ2
n

)
, and a too small a value of δ will lead to ln

(
1 + (δPth0)2

σ2
n

)
� ln

(
1 + ((1−β)(1−δ)Pth0h1)2

σ2
n

)
.

In either scenario, the ergodic capacity will be minimized at the extrema (δ ≈ 0 or δ ≈ 1) since it is

computed based on the minimum of the aforementioned factors. Hence, an optimum value of δ exists

between 0 and 1 that will maximize the ergodic capacity.

The minimum function in the integrand of (14) is maximized when the two arguments become equal:

ln
(

1 + (δPth0)2

σ2
n

)
= ln

(
1 + ((1− β)(1− δ)Pth0h1)2

σ2
n

)
(46)

Substituting β = 0 and solving (46), we obtain an optimum value of δ by

δPth0

σn
= (1− δ)Pth0h1

σn
=⇒ δ∗ = h1

1 + h1
(47)
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Fig. 4. This figure shows the normalized mean-square error of (Equation (49)) as a function of θ2
1/σ

2
1 . The distance D = 4000 m, transmitted

power Pt = 50 W, noise standard deviation σn = 1× 10−7 V, beamwidth angle for Channel 0 θ0 = 2 mrad, angular pointing error standard
deviation for Channel 0, σ0 = 1 mrad, angular pointing error standard deviation for Channel 1, σ1 = 0.5 mrad, distance z = 2000 m, and
aperture radii ar = 0.2 m and ad = 1 m.

which is a function of h1. However, when θ2
1 � σ2

1 , h1 takes on the value B1 with a high probability.

Under this condition, the optimum value of δ is given by

δ∗ ≈ δ̃ := B1

1 +B1
, (48)

and the normalized mean-square error is computed as

NMSE = (δ∗ − δ̃)2

(δ∗)2 . (49)

Incidentally, we note here that the optimum value of δ only depends only on the conditions of the

channel between the relay and the destination (Channel 1), and is independent of the channel coefficient

between the source and the relay. Fig. 4 shows the normalized mean-square error ((49)) as a function of

ratio θ2
1
σ2

1
.

2) Minimization of Outage/Error Probability

minimize
δ

f(δ)

subject to i) 0 < δ < 1.
(50)

where f(δ) is either the outage probability or the error probability.

In order to minimize the outage probability, we need to maximize both Pr(O{
0) and Pr(O{

1) in Equa-
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tion (40). Maximizing Pr(O{
0) requires us to maximize δ (please see Equation (34)). However, in order to

maximize Pr(O{
1), we need to minimize Υ′th which calls for the minimization of δ in Equation (38). Hence,

the optimum δ should neither be too small, nor too large, for the minimization of outage probability.

The minimization of the outage and error probabilities in terms of δ is not a straightforward exercise

which leads us to explore numerical optimization techniques in order to find the optimum value of δ.

B. Optimization: Pr ≥ P0

In this setting, we assume that the power P0 consumed by the UAV rotors in order to sustain the UAV

at a certain height is significant. As there is no external power source, the power P0 has to be supplied

by the laser beam as well. Here, we assume that a photovoltaic array of appropriate size is mounted on

the energy harvesting relay which is used both for energy harvesting as well as communications purpose,

and that the total received signal energy Pr ≥ P0. Regarding the energy consumption models for hovering

and mobile UAVs, the reader is referred to [30] for a comprehensive study on this topic.

Using a photovoltaic array for both communications and energy harvesting calls for carefully selecting

the depletion region of each PN diode in the array: a thicker depletion region leads to a higher quantum

efficiency (more energy is harvested), but such a thicker depletion region also slows down the switching

response of the diode which leads to a poorer bandwidth [31]. Hence, this trade-off has to be carefully

considered before a photovoltaic array is selected for joint communications and energy harvesting.

Alternatively, we may use a hybrid arrangement at the relay aperture where a telescope in conjunction

with a photodiode (or a photodiode array) is used for data detection, and a photovoltaic array is used

solely for energy harvesting. In this arrangement, a portion of the photovoltaic array may be cut out from

its center in order to accomodate the telescope. We assume that the area of the hybrid aperture is larger

than the footprint of the beam, and that the area of the aperture is large enough so that the loss in signal

energy due to pointing error is negligible [32]. In this scenario, the channel coefficient h0 can be treated as

a deterministic quantity which is close to unity. Additionally, this approximation implies that the received

average power during pulse time at the relay is Pr = PtE[h0] ≈ Pt.

Since a photovoltaic array or the hybrid aperture may be of a much larger area than the telescope aperture

area, we assume that the noise power generated by the photovoltaic array is much larger in magnitude

than a photodiode receiver. Thus, σ2
n0 � σ2

n1 where σ2
n0 is the noise power in S-R link (photovoltaic array

and photodiode), and σ2
n1 represents noise power in R-D link (only photodiode receiver).
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1) Ergodic Capacity

By using the same line of arguments as in Section IV-A, the ergodic channel capacity for the end-to-end

link—when h0 ≈ 1—is given by

C =
∫ B1

0
min

[
ln
(

1 + (δPt)2

σ2
n0

)
, ln

(
1 + ((1− β)(1− δ)Pth1)2

σ2
n1

)]
Φ1h

θ2
1/σ

2
1−1

1 dh1 (51)

≈ Φ1

((1− β)(1− δ)Pt
σn1

)2
σ2

1
θ2

1

(min(h?1, h∗1, B1))
θ2

1
σ2

1

+ α

(
(1− β)(1− δ)Pt

σn1

) 2
α
(

ασ2
1

2σ2
1 + αθ2

1

)

×
(min(h∗1, B1))

2σ2
1+αθ2

1
ασ2

1 − (min(h?1, h∗1, B1))
2σ2

1+αθ2
1

ασ2
1

+
(

(1− β)(1− δ)Pt
σn1

) 2(1−α)
α

(
ασ2

1
2(1− α)σ2

1 + αθ2
1

)

×
(min(h∗1, B1))

2(1−α)σ2
1+αθ2

1
ασ2

1 − (min(h?1, h∗1, B1))
2(1−α)σ2

1+αθ2
1

ασ2
1

+ ln
1 +

(
δPt
σn0

)2
 σ2

1
θ2

1

B θ2
1
σ2

1
1 − (min(h∗1, B1))

θ2
1
σ2

1


,

(52)

where h∗1 := σn1δ

σn0 (1−δ)(1−β) and h?1 := σn1
(1−δ)(1−β)Pt .

2) Outage Probability

The probability that there is no outage in the R-D link is

Pr(O{
1) = Pr

({
(1− β)2(1− δ)2P 2

t h
2
1

σ2
n1

≥ Υth

})
= Pr

({
h

2
1 ≥

Υthσ
2
n1

(1− β)2(1− δ)2P 2
t

})

= 1− (Υ′th)
θ2

1
2σ2

1 · 1[0,ψ)(Υth), (53)

where

Υ′th :=
Υthσ

2
n1

(1− β)2(1− δ)2P 2
t B1

, (54)

and ψ := (1−β)2(1−δ)2P 2
t B1

σ2
n1

. For the S-R link, the channel is assumed to be deterministic, and we are

guaranteed that there is no outage in the link if the SNR (δPt)2

σ2
n0

is greater than the threshold Υth. This

translates to the following additional condition on δ in the optimization problem:

δ2P 2
t

σ2
n0

> Υth =⇒ δ >
Υthσn0

Pt
. (55)

Thus, the outage probability of the end-to-end link is

Pr(O) = 1− Pr(O{
1) = (Υ′th)

θ2
1

2σ2
1 · 1[0,ψ)(Υth) (56)
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under the constraint δ > Υthσn0
Pt

.

3) Optimization Problems

The goal of this section is to optimize a performance metric (outage probability and the ergodic capacity)

under the constraint that Ph > P0. This constraint guarantees a sustainable operation of the UAV without

incurring any downtime. We have that the constraint Ph > P0 implies β(1− δ) > P0
PR
≈ P0

Pt
.

a) Optimization Problem 1:

maximize
δ,β

C

subject to i) 0 < δ < 1,

ii) 0 < β < 1,

iii) β(1− δ) > P0

Pt
.

(57)

For this optimization problem, an approximate closed form expression for β∗ and δ∗ exists. In order to

see that, we note the fact that the solution to this convex optimization problem lies at the boundary of

Constraint 3, i.e., the solution satisfies all points such that

β(1− δ) = P0

Pt
. (58)

For the solution to lie at the boundary point, we have that β = P0
Pt(1−δ) . By substituting this expression of

β in (51), we have that

∫ B1

0
min

[
ln
(

1 + (δPt)2

σ2
n0

)
, ln

(
1 + ((Pt(1− δ)− P0)h1)2

σ2
n1

)]
Φ1h

θ2
1/σ

2
1−1

1 dh1 (59)

As before, the value of δ that will maximize the integrand is obtained by equating the two arguments of

the minimum function:

ln
(

1 + (δPt)2

σ2
n0

)
= ln

(
1 + ((Pt(1− δ)− P0)h1)2

σ2
n1

)
=⇒ δ∗ = σn0h1(Pt − P0)

Pt(σn1 + σn0h1) . (60)

Here, we note that δ∗ is a function of h1. However, when θ2
1 � σ2

1 , h1 ≈ B1, and we have that

δ∗ ≈ σn0B1(Pt − P0)
Pt(σn1 + σn0B1) , (61)

β∗ ≈ P0

Pt

1
(1− δ∗) = P0(σn1 + σn0B1)

Pt(σn1 + σn0B1)− σn0B1(Pt − P0) . (62)
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b) Optimization Problem 2:

minimize
δ,β

Pr(O)

subject to i)
√

Υthσn0

Pt
< δ < 1,

ii) 0 < β < 1,

iii) β(1− δ) > P0

Pt
.

(63)

The solution to this optimization problem is straightforward. As can be seen in (54), the outage probability

is minimized when both δ and β take on minimum possible values. A minimum value of δ : δ∗ :=
√

Υthσn0
Pt

will satisfy both Constraint 1 and Constraint 3 of the optimization problem described by (63). However,

β has to chosen as small as possible but not too small such that Constraint 3 does not hold. Hence, we

have that the optimal values of δ and β in this case are given by

δ∗ =
√

Υthσn0

Pt
, (64)

β∗ = P0

Pt

( 1
1− δ∗

)
= P0

Pt −
√

Υthσn0

. (65)

C. Optimization: Pr < P0

Here, we consider the scenario that the total received power Pr < P0. This constraint occurs due to

the fact that the S-R channel is not good enough (for instance there is fog in the channel that can cause

a significant loss of signal energy in terms of absorption and scattering) so that received power is not

sufficient to ensure that Pr ≥ P0. This implies that the UAV has to land on the ground periodically

for charging its battery which leads to a downtime in the link. Therefore, the goal of this section is to

maximize the uptime or operational time of the UAV under the constraint that the channel capacity stays

above a certain threshold during the uptime of the UAV.

Let us assume that the rotor battery stores Eb Joules of energy at full charge which lasts it T seconds

of uninterrupted operation if no energy is harvested for rotors. We define P0 := Eb
T

which is the power or

energy consumption rate of the UAV rotor in Watts. Without loss of generality, we further assume that

when the UAV is launched in the air for data relaying, its rotor battery is fully charged to Eb Joules,

whereas the transmitter battery contains zero charge.
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Let Eh := PhT be the proportion of energy harvested during T seconds for powering the rotors. Here,

Ph = β(1− δ)Pr, and since Ph < Pr < P0 by assumption, we have that

Eh = β(1− δ)PrT < P0T = Eb = P0T. (66)

Let us define ∆0 as the extra time the UAV can operate after time T due to the harvested energy during

interval [0, T ). Then

∆0 = Eh
P0

= PhT

P0
=
(
Ph
P0

)
T = γT < T (67)

where

γ := Ph
P0

= β(1− δ)Pr
P0

< 1. (68)

In the same vein, let ∆1 be the extra time the UAV can operate after time T +∆0 due to energy harvested

during interval [T, T+∆0), and by a similar argument, we can show that ∆1 = γ∆0, and that ∆N = γ∆N−1

for any finite positive integer N . This means that beginning from time 0—when the UAV is deployed to

close the link—the operational time of the UAV—before the downtime begins—is

Tu = T + ∆0 + ∆1 + · · · = T + γT + γ2T + γ3T + · · · = T

1− γ , (69)

where Tu is the total average time the UAV is able to stay in air in order to relay the data before the

downtime begins.

1) Maximization of Uptime Tu

We want to maximize Tu under the minimum ergodic capacity constraint, which implies that we should

maximize the harvested power Ph. Since Pr is fixed, we have to maximize the factor β(1− δ) in order to

maximize the uptime Tu. Thus, we have the following optimization problem on our hands:

maximize
δ,β

Tu

subject to i) 0 < δ < 1

ii) 0 < β < 1,

iii) C > C0.

(70)

The goal of this optimization problem is to maximize β and minimize δ for so that the ergodic capacity
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is at least C0. In order to optimize, we note that since it is a convex problem, the solution in terms of the

constraint C > C0 should lie on the boundary, i.e., C∗ = C0.

When the approximation θ2
1 � σ2

1 holds, it is relatively straightforward to find the optimal point. Under

this approximation, the ergodic capacity expression in (51) becomes

C ≈ min
(

ln
(

1 + (δPt)2

σ2
n0

)
, ln

(
1 + ((1− β)(1− δ)PtB1)2

σ2
n1

))
(71)

and C is maximized at the point where the two arguments of the minimum function are equal. We note

from (71) that increasing the value of β will minimize the peak capacity in terms of δ, and that increasing

β will shift the maximum capacity point towards the left on the δ axis; that is, towards δ closer to zero

direction (this argument is also supported by the plot in Fig. 5). We note that all the points (β, δ) that

intersect the C = C0 line lie in the boundary C∗ = C0. However, there is only one point in the boundary

set where the quantity β(1 − δ) is maximized, and that point corresponds to the capacity curve whose

peak barely touches—or is tangent to—the C = C0 line.

We know that the ergodic capacity is maximized at the point where the two arguments of the minimum

function in (71) are equal. Hence, setting the two arguments equal to each other gives us the first equation

in order for us to solve for optimal δ and β:

δ

σn0

= (1− β)(1− δ)B1

σn1

. (72)

The second equation is obtained by setting the maximum capacity value equal to C0 since the optimal

point lies in the boundary C = C0. This yields us the second equation:

C0 = ln
(

1 + ((1− β)(1− δ)PtB1)2

σ2
n1

)
. (73)

We now have two unknowns (δ and β) and a set of two equations. Solving this simultaneous set of

equations leads to the following solution:

δ∗ ≈ σn0

Pt

√
exp(C0)− 1. (74)

β∗ ≈ 1−
 σn0

√
exp(C0)− 1

Pt − σn0

√
exp(C0)− 1

 σn1

σn0B1
. (75)
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Fig. 5. This figure shows the exact capacity expression as a function of δ for different values of β. Other parameter values are as follows:
Total distance D = 4000 m, transmitted power Pt = 100 W, noise standard deviation at relay is σn0 = 2×10−5 V, noise standard deviation
at the destination receiver is σn1 = 1× 10−6 V, distance z = 2000 m, and the aperture radii ar = 0.2 m and ad = 1 m.

VI. Experimental Results

In this section, we will analyze the experimental results of our study in this paper.

A. First Scenario: P0 ≈ 0

Figure 6 shows the ergodic capacity or maximum achievable rate as a function of the power split factor

δ for different locations of the relay z between the source and the destination. This figure depicts the trend

that as the relay is placed closer to the destination, the optimum value of δ increases (shifts to the right

on the x axis). This result can be explained by the following argument: As the distance z increases, the

value of factor B1 will also increase (please see (9)), which will cause a surge in the value of δ closer

to 1 through Equation (48). In physical terms, what this result says is as follows. As z becomes large,

Channel 1 becomes better due to a smaller distance between the relay and destination. An improvement

in Channel 1 conditions will lead to a smaller allocation of power to the transmit circuit of the relay since

the relay-destination channel is already good, and only a small fraction of power is enough to meet the

quality-of-service. This implies that the optimum value of 1− δ will shrink—or the optimum value of δ

will grow—as z becomes large. The same effect can be seen in Figure 7 where a more focused beam in

Channel 1 (smaller beamwidth θ1) will lead to a larger value for the optimum value of δ.

Figure 8 shows how the optimum value of δ—denoted by δ∗—changes with z and beamwidth θ1. A

smaller value of θ1 will lead to a higher δ∗ and vice versa. In contrast, a larger value of z leads to a larger

value of δ∗.
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Fig. 6. This figure plots the maximum achievable rate as a function of δ for different values of z. Other parameter values are as follows:
Source power Pt = 100 W, noise standard deviation σn = 1 × 10−6 V, for Channel 0, the pointing error standard deviation σ0 = 1 mrad
and beamwidth θ0 = 2 mrad. For Channel 1, the pointing error standard deviation σ1 = 0.5 mrad, beamwidth θ1 = 0.8 mrad and β = 0.
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Fig. 7. This figure shows the maximum achievable rate as a function of factor δ for different values of beamwidth θ1 in Channel 1. Other
parameter values are as follows: Source transmit power Pt = 50 W, noise standard deviation σn = 1 × 10−7 V, and for Channel 0 the
pointing error standard deviation σ0 = 1 mrad and beamwidth θ0 = 2 mrad. For Channel 1, the pointing error standard deviation σ1 = 1
mrad, beamwidth θ1 = 1 mrad and β = 0.

Figure 9 shows the outage probability as a function of δ. We note that a smaller value of angular

pointing error standard deviation σ1 leads to a higher value of optimum δ.

Figure 10 and Figure 11 depict the error probability or the average bit error rate as a function of δ as a

function of source-relay distance z and beamwidth θ1. We note the same trend here as we had discovered

for the case of maximum achievable rate: a larger value of θ1 leads to a smaller value of δ∗. Conversely,

a smaller value of z leads to a smaller value of optimum δ.
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Fig. 8. This figure shows the optimum value of δ as a function of beamwidth in Channel 1 θ1 and the distance ratio z/D. Other parameter
values are as follows: Source transmit power Pt = 50 W, noise standard deviation σn = 1× 10−7 V, and for Channel 0 the pointing error
standard deviation σ0 = 1 mrad and beamwidth θ0 = 2 mrad. For Channel 1, the pointing error standard deviation σ1 = 1 mrad. The value
of β = 0.
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Fig. 9. This figure shows the outage probability as a function of factor δ for different values of Channel 1 pointing error standard deviation
σ1. Other parameter values are as follows: Total distance D = 4000 m, source transmit power Pt = 80 W, noise standard deviation
σn = 1× 10−7 V, Channel 0 parameters are θ0 = 0.5 mrad and σ0 = 1 mrad and Channel 1 parameters are θ1 = 0.8 mrad. The value of
threshold Υth = 1 and the distance z = 2800 m.

B. Second Scenario: 0 < P0 < Pr

In Figure 12, we consider the scenario that the rotor power P0 is not negligible and that the total received

power by the UAV aperture is large enough so that Pr > P0. The two subfigures indicate the optimum

(maximized) value of maximum achievable rate (left) and the minimum value of outage probability (right)

achieved by optimizing over the two dimensional space of δ and β. Regarding the maximum achievable

rate in Fig. 12, we compare the optimized maximum achievable rates for the exact values of δ∗ and β∗
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Fig. 10. This figure shows the error probability as a function of factor δ for different values of beamwidth θ1. Other parameter values are as
follows: Total distance D = 5000 m, source transmit power Pt = 50 W, noise standard deviation σn = 1× 10−6 V, channel 0 parameters
are θ0 = 8 mrad and σ0 = 5 mrad and Channel 1 parameters are σ1 = 0.1 mrad. The distance between source and relay is z = 2500 m.
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Fig. 11. This figure shows the error probability as a function of factor δ for different values of source-relay distance z. Other parameter
values are as follows: Total distance D = 5000 m, source transmit power Pt = 50 W, noise standard deviation σn = 1× 10−6 V, channel 0
parameters are θ0 = 6 mrad and σ0 = 5 mrad and Channel 1 parameters are σ1 = 0.1 mrad and θ1 = 0.5 mrad.

and the approximate (δ∗, β∗) obtained via (61) and (62). As discussed in (V-B3a), the approximation

error depends on the ratio θ2
1
σ2

1
, and the larger the value of this ratio, the better the approximation. This

is corroborated by Figure 12 where the difference between the ergodic capacity curves for the exact and

approximate values of (δ∗, β∗) shrinks as the ratio θ2
1
σ2

1
gets bigger.

C. Third Scenario: Pr < P0

Figure 13 shows the maximum achievable uptime that can be obtained when the total received power

Pr is less than the power P0 required to power the rotors of the UAV. These curves plot the total maximum
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Fig. 12. This figure shows the optimum value of maximum achievable rate (left) and the minimum value of outage probability (right) as a
function of power ratio P0/Pt. In these plots, the maximum achievable rate and the outage probability are optimized over the two dimensional
space (δ, β). Other parameter values are as follows: Total link distance D = 4000 m, source transmit power Pt = 100 W, noise standard
deviation in Channel 0 is σn0 = 100 µV, noise standard deviation in Channel 1 is σn1 = 5 µV, Channel 1 parameters are σ1 = 1.5 mrad
and θ1 = 2 mrad and source-relay distance z = 2000 m.
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Fig. 13. This figure shows the maximized value of uptime T ∗u for different values of power P0 under the constraint that C ≥ C0. Other
parameter values are as follows: Total distance D = 5000 m, source transmit power Pt = 100 W, noise standard deviation in Channel 0
σn0 = 1 mV and noise standard deviation in Channel 1 σn1 = 1 µV. The Channel 1 parameters are σ1 = 1 mrad and θ1 = 2 mrad. The
value of z = 2500 m and the time parameter T = 3600 s.

achievable uptime as a function of capacity constraint C0. With an increase in the value of P0, there is a

subsequent decrease in the total uptime of the UAV.

VII. Conclusion

In this study, we have analyzed the energy optimization problem for a laser-powered UAV decode-

and-forward relay. The goal of this study was to optimally divide or split the beam energy between the
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decoding, transmission and rotor assemblies of the relay while maximizing one of the following quality-

of-service metrics: the maximum achievable rate, the outage probability and the error probability. We

discussed three important optimization scenarios: when the UAV rotor power was negligible, the scenario

where the received energy was larger than the required rotor power, and finally the case when the required

rotor power was larger than the received power. We were able to obtain closed-form expressions for δ∗

and β∗ for all the aforementioned scenarios under the assumption that the ratio θ2
1
σ2

1
was larger than unity.

In the future study, we want to work on the energy optimization problem for UAV relays while taking

into consideration the composite channel that accounts for both the pointing error and the scintillation

phenomenon due to atmosphere. We are particularly interested in modeling scintillation with Exponentiated

Weibull fading model which has been shown to model the weak to strong atmospheric turbulence very

effectively [33]. Additionally, a more general model of the pointing error, such as the one discussed in

[34], will be used instead of the Rayleigh model for the purpose of energy optimization. Finally, since the

optimization scheme is heavily dependent on the received signal parameters—such as the pointing error

statistics in both S-R and R-D channels—the future study will also propose low complexity estimation

schemes that will be used to estimate the channel parameters in real-time.
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