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Abstract

This paper presents a software pipeline that enables simulating a quadrotor’s flight in realistic urban wind fields where complex
wind phenomena are common and have significant impact on vehicle dynamics. The pipeline integrates the OpenStreetMap
database for obtaining real-world building geometry, the OpenFOAM computational fluid dynamics (CFD) solver for computing
a three-dimensional, steady, wind field, the Gazebo robotics simulation environment, and the PX4 software-in-the-loop autopilot.
A 3D wind plugin is developed to interpolate a pre-computed CFD wind field at runtime during the simulation. The approach
is demonstrated by comparing the flight performance of a quadrotor flying over a university campus environment with and
without the wind field.
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Abstract—This paper presents a software pipeline that enables
simulating a quadrotor’s flight in realistic urban wind fields
where complex wind phenomena are common and have sig-
nificant impact on vehicle dynamics. The pipeline integrates
the OpenStreetMap database for obtaining real-world build-
ing geometry, the OpenFOAM computational fluid dynamics
(CFD) solver for computing a three-dimensional, steady, wind
field, the Gazebo robotics simulation environment, and the PX4
software-in-the-loop autopilot. A 3D wind plugin is developed to
interpolate a pre-computed CFD wind field at runtime during
the simulation. The approach is demonstrated by comparing
the flight performance of a quadrotor flying over a university
campus environment with and without the wind field.
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1. INTRODUCTION

Uncrewed aerial systems (UAS) are increasingly being de-
ployed in urban environments for applications such as com-
mercial and medical package delivery, public safety, and
infrastructure inspection. Flight simulation of UAS plays an
important role in supporting these applications by providing
a means to evaluate safety, performance, and reliability in
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sion from IEEE must be obtained for all other uses, in any current or future
media, including reprinting/republishing this material for advertising or pro-
motional purposes, creating new collective works, for resale or redistribution
to servers or lists, or reuse of any copyrighted component of this work in
other works by sending a request to pubs-permissionsieee.org.

engineering design, pilot training, and mission planning. The
urban environment is a challenging operating space for UAS,
especially at lower, building-level altitudes near structures
where complex, three-dimensional, urban wind patterns can
reduce UAS performance, increase power consumption, and
impact stability. Flight simulation in urban wind fields can be
used to evaluate wind-aware feedback control strategies that
compensate for disturbances and path planning algorithms
that are designed to avoid or exploit wind conditions.

Figure 1: Screenshot of the customized Gazebo simulation envi-
ronment developed in this work. The building geometry is imported
from OpenStreetMap for a location on UNC Charlotte’s campus.
Translucent streamtubes generated using OpenFOAM indicate wind
direction and magnitude (red corresponds to higher magnitudes and
blue corresponds to lower magnitudes).

This paper presents a software framework that enables the
simulation of UAS flight through a realistic urban environ-
ment with a steady wind field (see Fig. [T). The framework
consists of four components: (1) a geometric environment
model database (OpenStreetMap [1]]), (2) a computational
fluid dynamics (CFD) solver (OpenFOAM [2]), (3) a3D UAS



simulation environment (Gazebo [3|] with the PX4 autopilot
[4]), and (4) a custom simulation plugin that integrates a
pre-computed CFD wind field with the simulator’s vehicle
dynamics. The OpenFOAM CFD solver captures complex
flow field artifacts such as wind shear at roof top levels and
street canyons with channelized flow. The OpenStreetMap
geometric database allows geometric models to be generated
automatically for arbitrary real-world locations (including 3D
building geometries of urban areas). The open-source Gazebo
simulator and PX4 software-in-the-loop (SITL) autopilot pro-
vide physically representative simulations of a UAS and its
software and communication architecture. A custom Gazebo
plugin uses the CFD solution to perturb the simulated UAS
with injected wind disturbances. Autonomous flight tests
are simulated in a urban wind field environment, with the
capability for the pilot to see both the scene geometry and a
visualization of the wind-flow field, through first-person-view
goggles. The simulation framework also allows flight path
planning using a standard mission planner (QGroundControl

(5D
Related Work

Computational studies of urban wind fields have demon-
strated that turbulent wind can significantly impact the safety
of drone operations [6]], especially near buildings where gusts
and wakes dominate [[7/]. To mitigate wind effects, prior
work has investigated using CFD-based wind simulations for
path planning [8-10] as well as for assessing control design
methodologies (e.g., evaluating station-keeping performance
near buildings [11]). Recently, micro weather and wind
data providers have begun to provide mission planning and
support services for drones and future urban air mobility
vehicles operating in urban environments [12}|13]]; however,
such data services are not yet widely adopted. Machine
learning predictions from CFD simulations have also been
proposed to predict urban wind fields for small UAS flights
[14]. Others have developed pre-computed CFD databases
that can be generalized to different building morphologies
[15]].

A number of simulators have been created to integrate com-
plex wind patterns with realistic flight dynamics and vehicle
hardware/software system models (i.e., simulations of actua-
tors, sensors, battery systems, and command and control ar-
chitecture). Arguably the most realistic simulations include a
mesh of the UAS within the CFD simulation and compute the
flow as the vehicle moves through the environment [[16}/17].
However, computational complexity limits these simulations
to simplified (and usually open-loop) motions that are a few
seconds in duration. To facilitate simulating longer flights
and feedback-controlled UAS motion, a common approach
is to simulate the urban wind field first (without the UAS)
and then store the pre-computed wind field in memory to
be queried at runtime as a UAS vehicle moves through the
simulated environment. In the latter approach, local changes
in wind velocity affect aerodynamic and thrust forces ac-
cording to first-principles models [[18H20]]. CFD-based wind
vehicle simulators can also capture the effect of wind velocity
gradients over the span of the vehicle by using the velocity-
point method [21]]. Simulators have also been developed for
other platforms in a similar manner by incorporating CFD-
based wind simulations (e.g., for unmanned marine surface
vessels [22]).

Visualizations of wind field data can also been used to aid
human pilots that operate manned or remotely piloted air-
craft. In [23], a pilot-in-the-loop study showed that adding
wind indicators of direction/magnitude (measured point-wise

at the current aircraft location) improved pilot confidence.
Visualization can be in the form of two-dimensional or three-
dimensional wind vector fields, streamtubes, or other volu-
metric indicators. For example, in [24]] hazardous regions
of turbulent air were rendered as translucent volumes in a
display to assist helicopter pilots during ship deck landing.

Paper Contributions and Organization

The contributions of the paper are: (1) a software frame-
work that uses the OpenFOAM computational fluid dynamics
(CFD) solver to compute three-dimensional urban wind flow
patterns for an arbitrary urban environment available from
the OpenStreetMap database, and (2) integration of the urban
wind velocity field, along with a stream-tube visualization,
into a realistic quadrotor flight simulator (Gazebo) using
software-in-the-loop (PX4) sensing, estimation, and control.
The framework can be used to evaluate pre-programmed
missions using a standard ground station planner (QGround-
Control) or with first-person-view flight googles for pilot-in-
the-loop flight simulations.

The remainder of the paper is organized as follows. Section2]
describes the simulation software architecture, including pro-
cessing the building geometry, CFD wind flow modeling, and
integrating the pre-computed wind with a Gazebo robotic
simulator and the PX4 autopilot. Section [3| describes simu-
lation results, and the paper is concluded in Sec. 4]

2. SOFTWARE ARCHITECTURE

This section presents the simulation software architecture that
is summarized in Fig.[2]

Extracting Urban Environment Geometry

The software pipeline begins by obtaining a geometric model
of the target environment by downloading a 3D geometric
model of the region of interest via a query consisting of
(latitude, longitude) (WGS84) coordinates and the desired
radius (in meters). Automated tools access and extract a
terrain model from the OpenStreetMap database [ 1] of urban
environment geometries. Our osm_mapgen python script
implementing this capability is available onling'| The script
produces a .STL file (a 3D geometry mesh) that can be
visualized using software such as Blender [25]], along with
the bounding box dimensions (length, width, and height)
of the geometry. An example of the geometry for a 250
meter radius around a location on UNC Charlotte’s campus
(latitude 35.310523°N and longitude 80.739100°W) is shown
in Fig. 3] where satellite imagery is integrated into the model
via Google Maps [[26]]. Note that the OpenStreetMap database
has limited information concerning building heights and ap-
proximate values are used in the present study.

Computational Fluid Dynamics Simulations

To simulate the wind patterns in an urban environment, com-
putational fluid dynamics (CFD) simulations were performed
using OpenFOAM [2[]. The urban geometry was imported
as an .STL file generated by the process described above.
The urban environment model is placed in a virtual wind
tunnel for CFD analysis. As a rule of thumb, we select
the simulation volume to a height of at least 2k where h is
the height of the tallest building in the mesh. The building
geometry can be rotated such that the wind blows in the
positive z direction in the coordinate system of the solver.

Ihttps://github.com/uncc-visionlab/osm_mapgen


https://github.com/uncc-visionlab/osm_mapgen

Exported Streamtube
Geometry

Wwind Inlet Velocity
Solver Parameters

CFD Wind Field Solver

(GLTF format) " 3p Graphics Editor
»

blender

OpenVFOAM® t
7'y ] )
Building wind Velocity at
Meshes Mesh Points
Latituggﬁ_iz;d itude Urban Environment Geometry (:STL format)y (CSV format) Interpolated Wind Streamtube
and Radi%s osm_mapgen Python script 3D Wind Gazebo Plugin Vector G(eé%“fiw lmt(r; ngrXr%gSS
px4_gazebo_wind3d ¢ v )

_’ 1
¢Q OpenStreetMap

Robotics Simulator

Vehicle Position |

I

& cAzEBO

vvY

Mission Planner

Q/QGroundControl

Vehicle Dynamics
and SITL Simulator

Figure 2: Diagram of overall software architecture.

Figure 3: Example geometry imported from the OpenStreetMap

database using the osm_mapgen package. Panel (a) shows the
origin of the map located on UNC Charlotte’s campus position and
a 250 meters radius for capturing building geometry. The origin
of the map (center) is located in the middle of the field in Jerry
Richardson Stadium. Panel (b) shows a close up view of the 3D
geometry imported with an underlying satellite image.

The upwind, downwind, and side faces of the volume are
offset from the nearest vertical plane by at least 10h. The
bottom of the simulation volume is aligned with the ground
plane. Since the geometry is imported with a radius R this
gives a simulation volume with dimensions of approximate
length/width of 2(R + h) and height 2h or more. The
simulation volume used in this study is shown in Fig. 4] and
had a length and width of 600 m and height of 50 m.

The following boundary conditions were applied: the left
vertical plane (as viewed in Fig. ) is a velocity inlet with
a uniform freestream wind in the positive = direction. Nomi-
nally, this corresponds to an eastward wind (the geometry can
be rotated to simulate other wind directions). In this work,
we set the wind magnitude to be 10 m/s. The right vertical
plane is the outlet, and the remaining four planes define the
simulation volume and allow no flow across their boundaries.
The simulation is similar to placing the urban geometry in
a virtual wind tunnel. The geometry is first meshed using
a hexahedral decomposition via the BlockMesh utility. In
this simulation, we use 60 cells in the x and y directions,
and 10 cells in the z direction for the coarse mesh. Next,
SnappyHexMesh provides a more refined meshing in the
vicinity of the building geometry (which we set as the volume
of 500 m length/width and 50 m height centered on the
origin). A more efficient mesh could be constructed by
refining only around individual buildings. However, tuning
the accuracy of the CFD simulation is outside the scope of

this paper, and will be addressed in future work.

In this study, the incompressible CFD solver simpleFoam,
coupled with the & — ¢ turbulence model as proposed by
Launder and his coworkers [27H29] (referred to as SKE),
is employed to solve the Reynolds Averaged Navier-Stokes
(RANS) mass and momentum transport equations. The
simulation is conducted for a total of 400 iterations to allow
the flow to statistically converge. One simulation takes
approximately 1 hour of CPU time on a laptop computer
(12th Gen Intel Core 17-12800H processor with 24M Cache,
up to 4.80 GHz CPU, and 32 GB RAM).

While investigating the efficacy of the turbulence modeling
approach for the current flow configuration is beyond the
scope of this paper, a brief discussion on the rationale behind
using the SKE model in this study is included. The problem
considered in this paper involves the interaction of the wake
behind an array of buildings with a moving aerial vehicle,
for which no experimental data is available to guide the
choice of the turbulence model. In the absence of such data,
canonical cases, such as the wall-mounted cylinder and
cube may serve as alternative benchmarks. Although
extensive literature exists on CFD correlation studies for these
simple flow configurations, our firsthand experience with
these cases, as detailed in our previous work on the wall-
mounted cylinder [30] and cube [34], indicates that com-
monly employed turbulence models consistently fall short
of achieving complete accuracy when compared against ex-
perimental studies and Direct Numerical Studies (DNS)
[311/32]. However, these works suggest that among the vari-
ous turbulence models, the Realizable k — ¢ model, a variant
of the SKE model proposed by Shish et al. [35], appears to
be superior in predicting flow characteristics within the wake
and stagnation regions. Considering the demonstrated robust-
ness and numerical stability of the SKE model in existing
literature, along with our firsthand positive experiences, we
have chosen to proceed with this model for this work. This
decision is driven by the primary objectives of our study,
aiming to mitigate uncertainties and solution divergence
(caused by the choice of turbulence model employed) of the
finite volume numerical schemes utilized in CFD simulations.
However, caution should be used in applying the SKE model
to predict forces and moments on a vehicle (not considered
here, but of interest in future work). Studies have shown
that although the SKE model’s variants demonstrated reason-



able accuracy in predicting the aerodynamic characteristics
of vehicle (in their case a ground vehicle) at zero degrees
yaw, only the SST £ — w model developed by Menter et
al. [[37H39] exhibited consistent prediction trends at non-zero
yaw angles, aligning closely with experimentally observed
data. Moreover, amongst all the models tested in only
the SST k — w model predicted two critical phenomena: (1) a
drag loss as the vehicle pitched, and (2) a relatively consistent
prediction of front downforce, side forces, and consequently,
moments.
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Figure 4: Example hexahedral mesh of the control volume used for
CFD simulation. The volume mesh near urban buildings is finer than
in regions of empty space on the boundary of the simulation volume.

Once the OpenFOAM CFD simulation is completed, the
results are loaded into the open-source visualization utility
Paraview. Paraview allows visualization of the streamtubes
by the application of a streamlines filter. The streamlines
filter uses a spherical pattern of starting locations and in-
tegrates the particle velocity both forward and backward to
visualize the flow (see Fig.[5).  The resulting streamlines

Figure 5: CFD simulation visualization in Paraview of wind flow
in positive x direction at 10 m/s over the urban environment.
Streamtube colors represent wind magnitude.

are made more prominent by applying the streamtubes filter
to increase their diameter. The streamtubes can be colorized
to indicate various aspects of the flow, such as the total
wind magnitude (Fig. or only one component of the
velocity (e.g., perpendicular to the inflow direction as shown
in Fig. [6| The geometry is then exported as a .GLTF file (3D
mesh) and a .CSV (comma-separated value) file records the
three-dimensional velocity vector at each vertex in the mesh
at the final simulation iteration.

Figure 6: CFD simulation visualization in Paraview, similar to
Fig. Streamtube colors represent wind magnitude components
in the y direction. For a vehicle traveling in the positive = direction
the red regions correspond to high cross-winds. Streamtube above
building level height are not shown to illustrate cross-flow within
inter-building regions.

The current implementation considers only steady-state wind
patterns that may ignore or average-out transient turbulent
flow structures. Future work may consider including other
turbulence modelling available in OpenFOAM, such as,
the Unsteady Reynolds Averaged Simulation, and Detached
Eddy Simulation (DES) [40]], and using unsteady flow solu-
tions for time-varying interpolation at runtime. The 1 hour
time required to perform a CFD simulation prohibits the use
of the framework for practical flight planning/optimization
(since real-world wind patterns can change more quickly).
One approach to address this challenge could be to pre-
compute the solution for a known building geometry in a
matrix of flow fields that can be interpolated. A future re-
search direction of interest is to develop reduced order models
(ROM), following the approaches of Mohrfeld and Uddin
[41]], or Misar et al. , that can provide fast, accurate, and
reliable flow predictions utilizing computational resources of
the onboard controllers on the moving aerial vehicle.

Gazebo Environment and Visualization

Gazebo [3] is an open source advanced robotic simulator that
provides a plugin-based interface to physics and rendering
engines, an extensive set of sensor and vehicle models, and
an asynchronous messaged passing architecture. In this work,
we utilize the default 3DR Iris quadrotor model available
via the PX4 autopilot SITL packages that integrate with the
Gazebo simulator. Blender is used to import the streamtube
.GLTF files generated from the CFD simulation (Sec. [2).
The geometry is then exported as an .STL along with sep-
arate texture files to enable correct rendering in Gazebo of
the streamtube colors and transparency. Once loaded into
Gazebo, the simulation environment appears as shown in
Fig.[I] An optional feature, shown in Fig.[T} is to include the
static Google maps plugin that creates satellite imagery
textures which are overlayed on the ground plane and can be
used for image-aiding navigation simulation . The simu-
lation environment can also be used to control the quadrotor
with a pilot-in-the-loop. FPV goggles were used to connected
to create an immersive flight experience as shown in Fig.[7]
by mirroring the scene on the television into the goggles.
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Figure 7: The drone was piloted in the Gazebo simulation environ-
ment with the aid of FPV goggles to create an immersive experience.

Quadrotor Simulator and Three-dimensional Wind Plugin

The PX4 autopilot [4] along with QGroundControl (QGC)
station are popular open-source software tools used by UAS
operators and are adopted in this work to support SITL simu-
lation. The px4_gazebo_-wind3d wind plugirﬂ was devel-
oped to modify the wind field experienced by the quadrotor
and is an extension of the existing PX4 wind plugin. First,
the plugin reads the wind velocity data imported from the
.CSV file and stores the information into an efficient k-d tree
spatial partitioning data structure. At each instant that the
wind plugin is called, the k-d tree is queried with the current
x = [z,y,2]T location of the quadrotor to return N of the
nearest vertices locations v; = [vg, vy, vZ}T fori=1,...,N
along with the corresponding wind velocities at each vertex
u; = [ug,uy,u,]". The interpolated wind velocity at @ is
then calculated as

N

> (1/d})u
N

where d; = ||x — v;|| is the Euclidean distance between the

query point and each vertex. The interpolated wind velocity

is published on the existing wind topic and is consumed by
downstream processes related to the quadrotor dynamics.

u(z) = ; ey

3. SIMULATION RESULTS AND DISCUSSION

To illustrate the simulation framework the standard Iris
quadrotor model available with PX4 Gazebo-Classic SITL
was flown in the aforementioned urban environment and
wind field (see Fig. 3] and Fig. ). The quadrotor flight
consisted of a lawnmower type pattern planned using the
QGroundControl mission planner survey plan function. Two
autonomous flights were conducted, one in the absence of
wind and one with the urban wind field enabled. The pa-
rameters used to generate the survey pattern were an altitude
of 75 ft, a trackline spacing of 150 ft, and a trackline angle of
311 degrees. Figure [§|illustrates the resulting flight paths in
both cases. The path in both cases is very similar, indicating
the wind magnitude (inlet velocity of 10 m/s) did not signif-
icantly impede the quadrotor’s ability to closely follow pre-
programmed waypoints at the desired speed of 5 m/s. A video

2https://github.com/uncc-visionlab/px4_gazebo_
wind3d

recording of a fragment of the simulated flight is available
online
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Figure 8: Lawnmower pattern used to test the effects of the urban
wind field on the Iris quadrotor model in the PX4 SITL Gazebo
simulation environment.
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Figure 9: Relative frequency histogram plots for translational
velocity magnitude, acceleration magnitude, and angular velocity
magnitude, corresponding to the survey pattern in Fig. [§] in the
presence and absence of the urban wind field.

Flight data logs were collected using the standard PX4 log-
ging format ((ULG log files) and parsed with the python
utility ulog2csv [45]. Flight logs contained information
such as the vehicle’s GPS position, velocity, angular rate,
acceleration, battery voltage, and battery capacity.

The two flights were compared on the basis of translational

3nttps://www.youtube.com/watch?v=CbQeVzHut7¢c
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Figure 10: Comparison of velocity magnitude and tilt angle over
time during flights without and with wind.

velocity magnitude, acceleration vector magnitude, and an-
gular velocity magnitude, as shown in the relative frequency
histogram plots in Fig. The relative frequency can be
interpreted as a empirical probability of a sample occurring
within a particular range. Only a subset of each variable’s
range is plotted in these histograms for clarity. The histogram
results indicate that the translational velocity during the flight
without wind was consistently near the commanded value
of 5 m/s. With wind, the quadrotor’s speed had greater
variability, including lower speeds for a significant portion
of the survey. Both the acceleration magnitude and angular
velocity magnitude were generally larger for the case with
wind than without wind. Larger acceleration and angular
velocity magnitude can be indicative of more difficult and
dangerous flight conditions, as expected in the presence of
a complex urban wind field.

Figure [T0|plots the velocity magnitude and the tilt angle as a
function of time during the two flights. The tilt angle depends
on the roll angle ¢ and pitch angle 6 [46]:

A = acos (—77 - (bs x by) )
] - b2 x by ||

where b, = [0, cos ¢,sin¢]T, b, = [cos 6,0, —sinf]", and
1 = [0,0,1]T. The total duration of the flight from takeoff to
landing was 964.0 sec. (without wind) and 984.8 sec. (with
wind). The velocity magnitude over time exhibits greater
variability with wind than without wind around the nominal
value of 5 m/s during the long legs of the survey. Reductions
in speed down to about 1.5 m/s during turn maneuvers are
observed in both cases. Without wind the quadrotor is
nominally at a tilt angle of 10 deg. throughout most of the
flight (except during turns, takeoff, and landing). With wind,
the tilt angle varies up to 40 deg. at some instants.

2

4. CONCLUSION

A software pipeline was developed that enables simulating
quadrotor motion through an urban wind field over arbitrary
building geometry data obtained from the OpenStreetMap
database specified by a GPS origin location and radius. CFD
simulations using OpenFOAM were used to compute the
steady-state, three-dimensional wind velocity vector field.
The vector field is used to create streamtube visualizations
and interpolated in real-time in a PX4-based software-in-the-
loop Gazebo flight simulation environment. The approach
was demonstrated using building geometry corresponding to

a portion of UNC Charlotte’s campus and assuming a wind
inlet velocity of 10 m/s to produce a simulation environment
in which both autonomous flight and manual flight can be
tested. Two autonomous flights, consisting of a lawnmower
style survey mission, were conducted in this flight simulation
environment to compare flight telemetry with and without the
wind field. When the wind field was active, the magnitude of
the translational velocity, acceleration, and angular velocity
displayed higher variance than when the wind field was
disabled.

Future work may consider enhancing the realism of the
simulation by incorporating terrain from digital elevation
models, using a non-uniform freestream to model earth’s
boundary layer, enabling unsteady flow fields, applying tex-
tures to the building geometries, and integrating reduced-
order models that more accurately capture quadrator-wind
interaction dynamics. For ease-of-use the processing pipeline
can also be further automated by scripting several of the
steps that currently require user interaction. The simulation
environment can be used to evaluate various autonomous
control/planning strategies. Pilot-in-the-loop studies can also
evaluate whether visualization of flow conditions (e.g., via
streamtube or other 3D volumetric displays) aid in improving
safety or performance.
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