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Abstract—We introduce an innovative deep learning-based
method that uses a denoising diffusion-based model to translate
low-resolution images to high-resolution ones from different opti-
cal sensors while preserving the contents and avoiding undesired
artifacts. The proposed method is trained and tested on a large
and diverse data set of paired Sentinel-II and Planet Dove
images. We show that it can solve serious image generation
issues observed when the popular classifier-free guided Denoising
Diffusion Implicit Model (DDIM) framework is used in the task
of Image-to-Image Translation of multi-sensor optical remote
sensing images and that it can generate large images with highly
consistent patches, both in colors and in features. Moreover, we
demonstrate how our method improves heterogeneous change
detection results in two urban areas: Beirut, Lebanon, and
Austin, USA. Our contributions are: i) a new training and testing
algorithm based on denoising diffusion models for optical image
translation; ii) a comprehensive image quality evaluation and
ablation study; iii) a comparison with the classifier-free guided
DDIM framework; and iv) change detection experiments on
heterogeneous data.

I. INTRODUCTION

MAGE-TO-IMAGE translation (I2I) is a technique that trans-

forms an image from one domain to another while pre-
serving its original content [1]-[8]. This is useful for various
applications such as super-resolution, inpainting, image de-
compression, and domain adaptation. In the context of remote
sensing, 121 is useful when images acquired from different
sensors need to be compared. For example, a deep learning
model that learns from paired images can translate a low-
resolution optical image to a high-resolution optical image or
vice versa. Thus, synthetic versions of high-resolution images
from low-resolution ones can be created, which are useful
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when the original high-resolution images are not available
or too costly to acquire. However, I2I in this context is
challenging because of the differences in spatial and spectral
characteristics, noise levels, and geometric distortions of the
heterogeneous images. Therefore, an 12 model needs to learn
how to preserve the content and structure of the source image
while adapting to the style and resolution of the target domain.

We address the shortcomings of existing 12I methods [3],
[7]1, [9]-[11] for remote sensing imaging, which focus on
patch-level translation and do not account for the variability
of optical images due to multiple factors. Also, so far, no
other work has proposed an algorithm that performs domain
adaptation and super-resolution as a singular task using de-
noising diffusion models (DDM). A novel optical-to-optical
translation approach is hereby propose. It leverages Denoising
Diffusion Models (DDM) [12], which have superior image
generation performance and avoid the problems of GANs
and their variants [13], such as mode-collapse and undesired
hallucinations. We aim to achieve domain-robust and high-
quality 121 translation using DDMs, which are used by several
leading AI companies for image generation.

The proposed DDM-based method differs from the standard
framework commonly used in traditional computer vision tasks
[11, [2], [14]-[17], as we have observed that the latter produces
results that are highly inconsistent with neighboring patches,
creating checkerboard-like images when patches are combined
for a larger area. In contribution to this effect, the classifier-
guided Denoising Diffusion Implicit Model (DDIM) [14], [15]
seems to get confused by the high variability of colors between
training patches when their features are very similar. This
causes the generation of patches whose overall colorization
is highly inaccurate. Our method tackle this problem by
using color-standardization pre and post processing procedures
carefully tailored to the optical-to-optical translation task.

Moreover, due to its stochastic nature, denoising diffusion
models produce different outputs for a given input [12]. Even
when not adding noise in between reverse diffusion steps [15],
different choices of the initial random noise matrix result in
different outputs for the same input. This characteristic, while
extremely useful for tasks like inpainting and unconditional
generation, can bring uncertainty about the consistency of
generations in the context of 121 translation for remote sensing.
In our experiments, we observed that the randomness brought
by the initial noise matrix translates into the creation of a
few but non-negligible low-quality generations caused by bad



choices of initial noise conditions. These generations can be
inconsistent with neighboring patches and with the features
present in its correspondent input patch. To alleviate this, we
propose a modification in the DDIM inference procedure that
optimizes the choice of the initial random noise matrix.

As experiments, we apply our DDM-based method to
generate synthetic high-resolution images for eight regions
of interest: Beirut, Austin, Tlaquepaque, and five other lo-
cations. We evaluate the quality of the images produced by
the proposed model using Learned Perceptual Image Patch
Similarity (LPIPS) [18], Fréchet Inception Distance (FID)
[19], and PSNR [20]. We find that our I2I method shows
great improvement in image quality when using Sentinel-II
as input, compared to the original Sentinel-II images and to
synthetic images generated by deep regression-based models.
To test the method in a practical application, we perform
two heterogeneous change detection (HCD) experiments. HCD
is a technique that compares images acquired from different
sensors or different modes of image acquisition to identify
changes in a specific area. Valuable for quick disaster damage
assessment, it is, however, challenging to achieve accurate and
consistent results due to the differences in image character-
istics and quality [21]-[26]. The presented HCD tests show
how our proposed I2I method can alleviate the effect of such
differences. These experiments are performed on two regions:
Beirut, Lebanon, and Austin, Texas, using a targetless change
detection algorithm based on classical image processing tools.
We compare the HCD results with and without the synthetic
images. Our results demonstrate that the synthetic images
generated by the proposed I2I method improve the HCD
performance by greatly reducing false alarms and enhancing
the change regions. Moreover, the synthetic images generated
for this test are realistic, detailed, consistent, and with better
contrast and clarity, compared to the original low-resolution
images.

We summarize the main contributions of this work as:

1) The proposal of training and testing procedures based
on denoising diffusion models that are able to translate
optical images from a lower spatial resolution to a higher
spatial resolution domain while maintaining high inter-
patch and input-output consistency.

2) The presentation of image quality comparisons between
the proposed method and other solutions, together with
ablation experiments, over hundreds of square kilome-
ters of imagery.

3) The execution of tests that show how one of the
most ubiquitous frameworks for diffusion models, the
classifier-free guided DDIM [14], might not be well
suited to perform I2I translation of optical remote sens-
ing images when trained with large and diverse data
sets, and how our method is not affected by the same
problems.

4) The presentation of heterogeneous change detection tests
in Beirut, Lebanon, and Austin, USA, indicate that the
proposed I2I translation method has the potential to
improve heterogeneous change detection performance,
compared to when no translation between domains is
performed.

A. Related Works

1) Denoising Diffusion Models: Ho et al. [12] proposed the
use of a denoising-based framework for image generation, the
so-called Denoising Diffusion Probabilistic Model (DDPM).
It showed incredible image generation quality and overcame
most state-of-the-art methods available at the time. However,
the inference process was highly inefficient since hundreds
of model evaluations per image were necessary to reach
optimal performance. The work Denoising Diffusion Implicit
Models (DDIM) [15] approached this issue by presenting a
new interpretation of the reverse diffusion process. Differently
from the work in [12], they treated reverse diffusion as a
non-Markovian process by skipping multiple reverse diffusion
steps. Furthermore, they experimented with eliminating the
randomness of intermediate diffusion steps—which came from
the addition of a random noise matrix to each reverse diffusion
step result—and noticed that this enabled an even greater
reduction of model evaluations during inference at the cost
of sample variety. In practice, these combined modifications
reduced the necessary number of model evaluations during
inference by up to two orders of magnitude while maintaining
high-generation quality.

As originally defined in [12], denoising diffusion models
are unconditional, i.e., they are trained to generate images
with distributions similar to those it has seen during training
without any prior knowledge about how a particular image
should resemble or what it should contain. This limited the
applicability of such models in multiple condition-guided
tasks, such as image inpainting, super-resolution, colorization,
and domain adaptation. To make them possible, two works
[1], [16] experimented with adding a conditioning matrix as
an additional model input. This partially worked since, as
observed by Dhariwal et al. [2], diffusion models have a
tendency to ignore the condition and focus only on the noisy
input to be denoised. The work in [2] also proposed a possible
strategy to alleviate this issue: the use of a separate classifier
through which conditioning information is directly inserted
into the reverse diffusion procedure. This proved to be useful,
as the images generated with this procedure were strongly
linked with the conditions added to the model. Still, the need to
have a second classifier model is cumbersome and sometimes
impractical. Due to that, Ho et al. [14] proposed Classifier-
free Guidance, which, as the name implies, removes the need
for a separate classifier network that guides the model with
conditioning information. They accomplish that by making
a small modification in the DDPM training and inference
procedures that, in summary, treats the diffusion model as
if it consisted of a combination of an unconditional and a
conditional model. Hence, during inference, it became possible
to determine how much the conditional and unconditional
virtual parts of the model influenced the generation and,
therefore, how strongly the reverse diffusion should rely on
the conditioning information.

2) Image-to-Image Translation: In the context of image-
to-image translation, Saharia et al. [1] investigated the use
of DDPMs in different 121 translation tasks: colorization,
image restoration, inpainting, and uncropping, obtaining re-



markable image generation quality and high sample diversity.
Moreover, in the presented super-resolution tests, it beat deep
regression-based models by an impressively high margin. The
work in [17] used classifier-free guidance [14] in the task
of semantic image generation—where the user inputs the
information on what each area of the generated image should
contain—together with a novel conditional model architecture
that includes multi-head attention-based mechanisms. In the
considered test sets, they beat all state-of-the-art methods
in image quality metrics. Image Super-Resolution via Itera-
tive Refinement [27] employed DDPM in the task of super-
resolution. They trained a conditional model, referred to as
SR3, to generate high-resolution samples starting from their
low-resolution versions, beating all compared methods in
image quality metrics and fool rate tests.

Other works focused on remote sensing-related tasks. Ismael
et al. [5] proposed a GAN-based I2I translation method with
the goal of performing remote sensing semantic segmentation
of optical images from unknown domains using a segmentation
network trained with optical images from a single domain.
The methods in [6] and [8] proposed style-transferring domain
adapting frameworks that generate extra training data matching
the appearance of a particular same-resolution domain, to
alleviate train/test data drift. The method in [10] uses a
cycle-consistent GAN to translate optical images into SAR
images, to perform change detection. It showed promising
change detection results. However, training and testing data
are limited to just a few acquisitions. The method in [7] is
a thermodynamics-inspired translation network that obtained
interesting results in SAR-to-Optical translation tasks with its
unconventional design. The work in [3] proposes a DDM-
based Brownian Bridge method for SAR-to-Optical 121 trans-
lation. There, the authors suggest the use of a modified forward
diffusion procedure that, instead of resulting in a pure-noise
image, the target SAR image is iteratively transformed into
the source optical image. They reason that this could help
the model more easily understand the relationships across
domains. Xiao et al. propose a diffusion-based super-resolution
method that seeks to further explore prior information from the
low-resolution input. When tested on a small-scale data set, it
performed well.

Despite the advancements in image-to-image translation
within the context of remote sensing, existing literature pre-
dominantly focuses on the generation of additional training
data for direct use in posterior deep learning algorithms [5],
[6], [8], or in SAR to Optical/Optical to SAR translation
[3], [7], [10]. These methods, while highly valuable, do not
address the challenge of translating images across disparate
optical sensors with different spatial resolutions, particularly
ensuring feature consistency between input and output images.
This gap is significant as it pertains to the fidelity of the
translated images, where the preservation of salient features
without introducing non-existent elements is crucial. Our work
pioneers in this direction by proposing a novel framework
that not only translates images from varying-resolution optical
sensors but also guarantees the consistency of features. This
approach mitigates the common issue of model hallucinations,
where the generation of artifacts or the alteration of key

elements could lead to misinterpretations, especially in critical
applications like environmental monitoring and urban plan-
ning. By maintaining strict adherence to feature consistency,
our method ensures that the output images faithfully represent
the true characteristics of the input.

II. PROPOSED METHOD

Our method tackles the challenging task of optical-to-optical
image translation between a lower spatial resolution sensor
domain and a higher spatial resolution sensor domain. While
higher spatial resolution is the most noticeable difference
between such domains, there are also many other subtle
features that might be difficult to pinpoint. The method hereby
described leverages denoising probabilistic diffusion models
to not only virtually increase spatial resolution but also to
match these less obvious but important differences between
the domains. This requires a training dataset with pairs of
co-registered low spatial resolution (LR) domain A and high
spatial resolution (HR) domain B images, showing the same
scenes taken with different sensors, to ensure a thorough
domain adaptation.

The full method generates multi-patch images with highly
consistent and color-accurate patches. These images are sharp
and clear, showing significant visual resolution improvements
compared to lower-resolution domain images while preserving
the original content. Our experiments in Section V provide
evidence of these improvements.

Algorithm 1 Patchwise Training Step

LR,global
Iil;lR,local T global IHR

> 7In > ~out?

Input: Y, Punconds €+ {The model at
training step 7}

Output: 6.,

. JLR _ LR,local , yLR,global
I: Iin - [Iin 7Iin

2: u ~ Bernoulli(puncond)

3: if u =1 then

4 = Dopyxhxw

5: else

6 {z,_,_, }=W (IiI;IR, 2nceh, b, U))
7: end if

8 {Yo, = W (I nen, o, w)

9:

€ = (Cigk)1<icna, 1<j<h, 1<k<w
ije ~N(0,1) Vi, jk
10: -y ~ Uniform(-y)
11: § < /7Yo + /I — ve {Forward diffusion}
12: € 0, (y,x)
13: 0,41 < Optimization step on Vg_ L(e, &)

A. Training

Our training procedure diverges from conventional Denois-
ing Diffusion Probabilistic Models (DDPM) by incorporating
classifier-free guidance training [14]. This addition enforces



(c) Beirut Post Setninel-IT (d) Beirut Post Planet Dove

Fig. 1: Satellite images from Beirut, Lebanon, of low and high resolution, captured at a very similar time interval, from Sentinel-
II and Planet Dove sensors. Figures 1a and Ic are the pre and post-event images from Sentinel-II, respectively. Figures 1b and
1d are the pre and post-event images from Planet Dove, respectively.

Bernoulli
Puncond

Algorithm 2 Image Whitening W

Input: I, ne, b, w
Output: I, my,mo, mg
1:

12:

A U S

IW < Onchxwxh
my < 0y,

mo <— 0

mg < 0

for i + 0 to ng, — 1 do
mi < u(I)

I, « I —m% - Jpxw {Jnxw is the all-ones h x w
matrix} , : . , .
Fig. 2: Diagram illustrating the training step procedure for the

end for proposed DDM-based image-to-image translation method.

: Mo < min Iy,
10:
. ms  max I alignment between input and output patches, thereby mitigat-

I, < I, —my- Jnchxhxw

Iy ¢ 2(Ly/ms — 0.5 - Ty xhxcw) ing the risk of model hallucinations. Additionally, we employ

color standardization, a pre-and a post-processing technique:
Whitening and Coloring, respectively. These steps are critical
as they prevent the diffusion network from being confounded



by the high variability in patch coloration found within ex-
tensive training datasets, particularly when the patches have
highly similar content. Without these measures, the network
struggles to accurately predict the channel mean values for the
output patches, as shown in Section V.

Algorithm 1 defines the training step for a single pair of low
spatial resolution patch from domain A, Ii];]R € RZnanxhxw
and high resolution patch, I''R ¢ Rnraxhxw  from domain
B. The goal is to train a model O that is able to convert
IR nto THR The training step is illustrated by Figure 2.
The input and output images have the same pixel resolution
but differ in spatial resolution, i.e., IiE]R’ local jg up-scaled with
cubic interpolation to have the pixel resolution of IR while
covering the exact same area and the same features. Thus,
patches aligned in time are required for training to work. Line
1 of the algorithm defines IR as the channel-wise stacking
of IERIcal ang IR €% which are, respectively, the region
of interest (ROI) of the low-resolution image from domain A,
which is the patch to be translated to domain B in inference,
and the surroundings of the region of interest, down-sampled
to have the same dimensions of I-R1ocal [R €00 g defined
to contain four times the visible area of I;R’local, i.e., the area
that is contained in I-®'° plus three additional equally sized
regions in its vicinity, thus depicting north, east and southeast
regions that are connected to I-®'°%!. This is done to give
more context to the model of what exactly lies around the
input patch. Line 2 samples a random variable v from a
Bernoulli distribution of probability pyncond- If it turns out to
be 1, the model behaves as an unconditional diffusion model
for the current training step (Line 4), as in [14]. Otherwise,
it behaves as a conditional diffusion model. @ is the null-
condition matrix, as also defined in [14]. To ensure that @
is correctly interpreted by the model, we set it as a matrix
whose all elements are equal to —2, which is outside the
range of values of input pixels [—1, 1]. Thus, the model does
not interpret the null condition as a regular input image and
vice-versa. Lines 6 and 8 define the conditioning input from
domain A, x € R?"»*"*w and the domain B ground truth
Yo € Rnaxhxw respectively. They are obtained by applying
the function W, defined in Algorithm 2, to Ii];lR and Ig}?.
This function extracts out the overall color information from
an input image, i.e., it zeroes the mean of each channel. A
normalization between [—1,1] follows. W also returns the
previous means, minimum, and maximum values extracted
from the input, which can be used for reverting the whitening
process during inference. However, during training, these
values are not used. Lines 9 to 13 of Algorithm 1 are as in
the original conditional DDPM training procedure [1]. This
process is repeated for all existing training patches until the
learning has converged.

B. Inference

The inference procedure, illustrated by Figure 3, aims at
maximizing the image generation quality by selecting the best
possible initial noise matrix to be fed to the reverse diffusion
process. We adapt the classifier-free guided DDIM approach
by integrating the same color standardization methods used

LR,local
I
LR
I
s ]
- % i‘;
- H
pSNR | =
. voting
LR global
I,

DDIM(6)
Nppim iterations

= 0 .
IHR 3

out

Fig. 3: Diagram illustrating the inference procedure for the
proposed DDM-based image-to-image translation method.
Here, the color information variables my, me, ms are pro-
vided from an external image, e.g., a post-event Planet Dove
image.

Algorithm 3 Patchwise Inference
ILR,global

> Tin

LR local
Iil’l > Nchs h’ W, Wuncond>» NDDIM’ d7

Input: 6,
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T
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(E § in T |:I in I in

: end if
T = [wlocal; mglobal]

e ()
1<i<nngisy, 1<j<nen, 1<k<h, 1<I<w
ePt N(0,1) Vi, 4, K, 1
11: f/;),lowqual «— Onnnisy XNen X h X w
12: for i <— 1 t0 Nyoisy do

2: if my, mg, mg are all provided then

3: {wlocala s _} =W IiI;IR,local’ Nech, W, h)

4: {wglobal, e _} =W (IiI;IR,global, Nch, W, h)

5: else

6:  {Tioca, m1, Mg, m3} =W <I;R"°°al, Neh, W, h)
7. {wglobal, e _} =W (Iil;lR,global, Nech, W, h)

8

9:

—
=]

13 Y ouqua < DDIM (8, €%, wuncond, @, | Nooma/d) )
14: end for

15: gl%?st = argmaxg; PSNR (:plocal7 Yoi,lowqual)
16: Yo < DDIM (07 5‘39“7 Wuncond; &, NDDIM>

HR,local __ N
17: Iy = C(Yo, nch, h, w, My, M2, m3)




during training. To further enhance the fidelity of the generated
patches to their inputs, we refine the selection process for the
initial noise condition input for the reverse diffusion process,
ensuring optimal consistency and translation quality.

In our experiments, we observed that, for the same con-
ditioning input z, the quality of DDIM reverse diffusion
outputs generated with different initial noise matrices varied
significantly. That is, for a combination of independent and
identically distributed random initial noise matrices, fixing
x, the DDIM, in some cases, generates samples entirely
consistent with @, whereas sometimes it generates inconsis-
tent samples with undesired hallucinations. Since the DDIM
reverse diffusion is a deterministic process, i.e., given fixed
er and x, its output remains the same, the cause for varying
consistency levels lies only in the different sampled initial
noise matrices, which are the source of the randomness of
the whole inference process. Thus, we propose a procedure
that seeks to select an initial noise matrix such that the DDIM
output possesses the highest consistency compared to . This
procedure consists of repeating the DDIM reverse diffusion
process with a reduced number of iterations, using as input
Nnoisy different initial noise matrices. The resulting outputs
are tested for consistency by calculating the peak signal-
to-noise ratio (PSNR) between @j..; and each noise matrix
individually. The one that was responsible for the maximum
PSNR is used as the definitive starting noise matrix for the
inference process, which takes place with a higher number of
iterations, to ensure maximal generation quality.

Algorithm 3 defines the inference process for a single low
spatial resolution domain A patch I which results in a
translated high spatial resolution patch IR resembling those
of domain B, containing the same elements of I;R’ local = A
in Algorithm 1, the input and output images have the same
pixel resolution but differ in spatial resolution, meaning that
the lower-resolution input is up-sampled to the output’s pixel
dimensions. In the first line of the algorithm, we define the
conditioning input I-R as the concatenation of the domain
A patch to be translated I-*"°%! and its down-sampled sur-
roundings, as done in training. Lines 1 to 8 prepare the low
spatial resolution domain A input to be in the format required
by the trained neural network 6. The color information-related
variables m 1, mq, mg are assigned, which are extracted during
the whitening process of the local domain A patch if the colors
from the input patch are desired to be reassigned to the output
image from domain B. Otherwise, color information from
an external image, e.g., a post-event domain B image, can
be used. Following, line 10 defines £ as a Gaussian noise
matrix that can be interpreted as 745y individual matrices
stacked together in a new dimension. Each of these is used as
initial noise matrices for the DDIM reverse diffusion process
[15] described in line 13. Thus, DDIM inference is executed
Nnoisy times using the trained model @, with different initial
noise matrices & , but with a small number of iterations
| Nopmm/d]. It performs classifier-free guidance inference us-
iNg Wuncond as the weighting parameter, which controls how
much the unconditional score estimate is weighted relative
to the conditional score estimate. A smaller wypcong Means
more weight of the unconditional score estimate, which can

increase the mode coverage and diversity of the generated
images, but it can also decrease the sample fidelity and quality.
Each of the ny,isy inferences generates a prediction f’}ilowqual,
that, due to the lower number of DDIM iterations, are coarse
predictions, whose image quality is nevertheless good enough
for the following step: they are used to evaluate which of the
Tnoisy NOise matrices contained in £ created the prediction
of highest quality with respect to the peak signal-to-noise-
ratio (PSNR) metric, comparing it to the first n., channels of
the conditioning input x, which refer to I-*'°!. The chosen
noise matrix is denoted as £, and is used to generate the
final predicted output of the DDIM reverse diffusion g, now
using Nppypy iterations. Finally, the high spatial resolution
output patch I'™1°< i obtained by applying Algorithm 4 to
Yo, which gives the overall color information to the DDIM’s
prediction.

Algorithm 4 Image Colorization C
Input: I, ney, h, w, mqy, ma, ms
Qutput: I,

1. I, Onchxhxw
I, <~

Iy—min IyJpny xhxw
max Iy—min I

: IW(*mg'Iw

4: Iy < Iy +ma - Iy xhxw
5: for i + 0 to ng, — 1 do
6 Il IL+m} Jnww
7: end for

III. MODEL SETUP

The model chosen for the experiments is the one presented
in [17], where the authors propose a U-Net-style model that
uses attention mechanisms to improve image fidelity. Differ-
ently from the diffusion-based models presented in [1], [14],
[27], this model processes the noisy input g and the condition-
ing input  independently. That is, y is fed right into the en-
coder and is processed normally, whereas « is re-introduced to
the decoder by inserting it into each residual block. To properly
match the spatial resolution required by each residual block,
x is processed by spatially adaptive normalization (SPADE)
blocks. As stated by the authors of the model, we observed that
this modification improved significantly the generation quality
and fidelity to the conditioning input. Some internal parameters
of the model were adjusted to maximize performance while
limiting its size due to hardware constraints. The number of
channels has been set to be a multiple of 96. The number of
residual blocks for each downsampling operation has been set
to 2. Attention resolutions were set to 2,4,8 and 16. Finally,
the number of attention heads has been set to 4. For training,
batch size has been set to 5, and the learning rate has been
set to 10~%. We use the Huber loss function [29] with its
parameter d, set to 0.5 since it has been shown to reduce
the impact of outliers in the gradients while maintaining the
benefits of the mean square distance for non-outliers. RAdam
optimizer [30] has been chosen due to its proven training speed
and its low sensitivity to the learning rate choice. The training



TABLE I: Hyperparameter values and their purpose for the performed experiments.

Parameter Value Purpose

Patch Size 128 x 128 Width w and height h of the image patches fed to the neural network.

Nppim 64 Number of DDIM iterations for the final reverse diffusion in Line 16 of Alg. 3.

d 8 Constant used to reduce the number of DDIM iterations for the €)% estimation in
Line 15 of Alg. 3.

0% {cos (%%)2} ) Diffusion noise level parameter for each timestep ¢; € {0,1,...,7 — 1} [16].

T 1024 7/ Number of forward diffusion noising steps.

Mnoisy 8 Number of DDIM runs for the estimation of s'%f’“, used in Line 13 of Alg. 3.

Puncond 101 Classifier-free guidance unconditional diffusion probability [14].

Wancond 1 Classifier-free guidance inference weighting parameter [14].

Aconsist 10~1 Weight of the consistency loss over the final loss [28].

€consist 10 It tells how far from the sampled timestep ¢ can the consistency timestep ¢’ be
sampled [28]. That is, t' € {t — econsists - - - » t + Econsist } -

Teonsist 1 Number of consistency training steps to be executed in a single overall training
step [28].

YSNR 5 Clamping parameter for the Min-SNR-v training weighting strategy.

ran for 31 epochs, which was more than enough for the loss
function to converge completely.

To stabilize training and avoid catastrophic forgetting of
features, Exponential Moving Average (EMA) has been used
in several DDM-based methods [1], [2], [12], [17]. With
the same goal, we instead use Stochastic Weight Averaging
(SWA) [31], which consists of averaging weights after the
training loss shows convergence behavior. Differently from
EMA, SWA does not give higher importance to the weights of
more recent epochs, but instead considers all epochs after the
beginning of weight averaging to have the same importance
for the overall learning. Since we have observed that the
loss function converged after a number of epochs, it was
reasonable to consider that newer weight updates would not
bring an overall improvement of the model, thus applying
SWA instead of EMA made more sense. The work presented
in [32] suggests that averaging weights of different epochs
can indeed result in higher performance than when only using
the last weights of a training experiment. We observed that
training stabilized after 10 epochs, so we started the SWA
process at this moment. Also, SWA suggests increasing the
learning rate during the epochs where weight averaging takes
place. However, we noticed that increasing the learning rate
over 10~* made training unstable. For this reason, it is kept
constant during the whole process.

For the performed experiments, multiple hyperparameters
not directly related to the model setup have been chosen.
They are presented in Table I, along with their purpose. Some
choices were based on a grid search, and others were based
on the articles that defined them in the first place.

Two recently proposed training techniques for denoising dif-
fusion models were included in our experiments: Consistency
Diffusion Loss and Min-SNR-y Weighting.

a) Consistency Diffusion Loss: It is a method to mitigate
sampling drift in diffusion models by learning to be consistent
[28]. It is based on enforcing a consistency property, which
states that predictions of the model must be consistent across
time when the conditioning input is the same. We observed that
this significantly improved the consistency between neighbor
patches of the same image frame and that it helped to
reduce the frequency of undesired model hallucinations. The
parameters related to consistency loss are:

e Aconsist This is the weight of the consistency loss over the
final loss. It controls how much the consistency loss is
used for learning relative to the DDPM loss.

e Neonsist: LThis is the number of consistency training steps
to be executed in a single overall training step.

b) Min-SNR-vy Weighting: It is a method to improve the
convergence speed and effectiveness of DDPM training by
adapting the loss weights of different timesteps of the diffusion
process according to their signal-to-noise ratios (SNRs) [33].
It is based on the observation that the diffusion training suffers
from conflicting optimization directions between timesteps,
which slows down the learning process, as also visualized
in our experiments. The single parameter of this method, ~,
which hereby is referred to as ysnr, controls the degree of
clamping the SNRs, which maintains stability and speed of
the training process.

IV. DATASET

For the proposed experiments, paired images from satellites
Sentinel-II and Planet Dove were gathered. The former is
a widely known open-source optical satellite with a spatial
resolution of 10 meters, whereas the latter is a class of
commercial satellites aimed at producing high-quality images
at a spatial resolution of 3 meters. A dataset containing 77
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Fig. 4: Comparison among images generated by the tested 121 methods (b)-(f) and the original Sentinel-II image (a). It is
evident how the image generated with the proposed model (f) displays higher resolution features not observable among the

others, while maintaining patch-wise feature consistency.

pairs of rasters has been assembled for training. These are
parts of or a combination of acquisitions that were captured
at similar time periods. They are properly geolocated and
checked for image quality issues. In total, a vast area of
7894 km? is covered by the training set, which is comparable
to the area of Puerto Rico (9104 km2). As the test set for
the image-to-image translation algorithm, 8 pairs of images
were selected, which, in total, cover an area of 707 km?. With
these, image quality metrics are extracted for the proposed
method and compared to other possible approaches for the 121
translation task.

For evaluation of the performance of the method in a change
detection task, we use pre- and post-images from the port
region in Beirut, Lebanon. On August 4th, 2020, an explosion
dramatically affected the port and surrounding areas. As they
have recovered over time, many changes took place, e.g., new
and repaired constructions and structures. Thus, for the change
detection test, we use as pre-event images a pair of images
acquired at a time close to the explosion, between 04 and 20
of August 2020, when the effects of the event are still evident.
As post images, acquisitions from July 2023 of the exact same
region are used. Figure 1 shows the Beirut pre and post-event
images from Sentinel-II and Planet Dove. We also perform
change detection tests in a region in Austin, USA, where many
urban changes can be observed between the selected pre- and
post-event images. They were captured in July 2021 and 2023,
respectively.

V. EXPERIMENTS
A. Image Generation

1) Image Quality Metrics and Ablation Experiments: To
effectively demonstrate the performance and advantages of
the proposed I2I algorithm, a comparison in terms of image

TABLE II: Image Quality Metrics of the Proposed Algorithm
and Compared Approaches

Image Set mLPIPS| FID| mPSNR?
Sentinel-11 0.2977 98.08 12.76
Regression 0.2797 64.12 16.72
Regression + W, C 0.2491 67.04 17.48
Method in [14] (Condi- 0.4769 87.93 9.919
tional DDIM)

Conditional DDIM + 0.1993 46.89 15.39
W, C

Conditional DDIM + 0.1884 45.64 15.72
W,C + PSNR Voting

(Proposed)

quality metrics is proposed. Table II displays the values of
three image quality/comparison metrics: Frechét Inception
Distance (FID), mean Peak Signal-to-Noise Ratio (PSNR), and
mean Learned Perceptual Image Patch Similarity (LPIPS). To
obtain these values, we use the test set described in Section IV.
The FID [19] measures the similarity between two data sets
of images—usually a data set of generated images and one of
reference images—by computing the distance between their
feature representations extracted by a pre-trained Inception
network. A lower FID indicates better feature alignment of the
generated images with the reference data set. The PSNR [20]
measures the reconstruction error between two images in terms
of the ratio of the maximum possible pixel value and the mean
squared error. A higher PSNR indicates a lower reconstruction
error and a better visual quality. It is important to note that



Fig. 5: Figures of the region of interest in Tlaquepaque, Mexico. In the first row, images of a far view of the city are displayed.
In the second row, we can observe a cropped part of the images in the first row for closer inspection. At the third row, a
cropped part of the images from the second row is displayed, for the inspection of meter-scale features. The first, second, and
third columns contain images from Planet Dove, Sentinel-II, and Synthetic Planet domains, respectively.

PSNR is not very reliable for perceptual quality, as it does not
account for the human visual system and the semantic content
of the images [1]. Nonetheless, in the presented results, we
compute the mean PSNR (mPSNR) of all Planet and Synthetic
Planet corresponding patches, to further enrich the discussion.
The LPIPS [18] measures the perceptual similarity between a
pair of images by computing the distance between their feature
representations extracted by a pre-trained deep neural network.
A lower LPIPS indicates higher perceptual similarity and
better visual quality. LPIPS is aligned with human perception,
as it captures the semantic and structural differences between
images [34]. As with the PSNR, we compute the mean LPIPS

(mLPIPS) of all corresponding Planet and Synthetic Planet
patches. In a patch-wise comparison, the mLPIPS metric is
better suited as a comparison metric than FID since its calcu-
lation is done on a patch-by-patch basis instead of focusing
on the whole test set at once. Thus, since our tests involve
direct comparison between corresponding images, mLPIPS is
also employed.

‘We compare our proposed 121 algorithm with other possible
121 solutions. First, the Sentinel-II test set is directly compared
to Planet Dove images without any I2I translation method.
The obtained metrics are shown in the first row of Table II.
Second, we train two deep regression models [35] whose loss



objective is to directly match the pixel values of Planet patches
when Sentinel-II corresponding patches are input. They share
the same neural network backbone as the proposed DDM-
based method. In other words, these models are identical to
the one used in the proposed method, with the exception that
the output linear layer directly predicts the values of pixels of
the corresponding Planet patch for a given input. The first deep
regression model, whose metrics are displayed in the second
row of Table II, is a conventional regression model, i.e., it
does not apply any pre or post-processing to its inputs and
outputs apart from simple [—1, 1] normalization. The second
regression model, whose results are displayed in the third row,
is identical to the previous model, except that the whitening
and coloring algorithms, defined in Algorithm 2 and 4, are
applied to its inputs and outputs, respectively. In the table,
we refer to this as Regression + W, C. The goal of testing
this configuration is to see what would be the influence of
these processing methods in a conventional regression model
and whether or not it has a significant impact on the metrics.
Following, we test the standard classifier-free guided DDIM
[14], i.e., without the proposed whitening, coloring, and PSNR
voting processes, to perform an ablation of these techniques. It
is referred to in Table II as Conditional DDIM. Then, we train
a similar model, but now adding the whitening and coloring
procedures. To measure the impact of the PSNR voting in the
inference results, the image quality metrics for this model are
separated into two rows, the first being without PSNR voting—
denoted as Conditional DDIM + W, C—and the second with
it—Conditional DDIM + W, C + PSNR Voting.

Looking at the numbers of Table II, we observe that the
full proposed technique, Conditional DDIM + W, C + PSNR
Voting, reaches, by a good margin, better results in mLPIPS
and FID metrics when compared to the other methods. For
instance, FID dropped by 52.44 points when compared to
Sentinel-II images—an expressive improvement of 53.46%.
When compared to Regression and Regression + W, the
FID has been respectively reduced by 18.48 and by 21.8
points—an improvement of 28.82% and 31.92%. Another
interesting observation is that the vanilla DDIM could not beat
the regression models in any of the metrics. Even worse, it
loses to the original images in both mLPIPS and mPSNR.
The empirical reason for this is that the vanilla diffusion
training seems to get confused by the multiple different overall
tonalities of patches containing similar features, which impacts
the convergence ability of the model.

This confusion seems to be eliminated when whitening and
coloring procedures are used, as evidenced by the performance
superiority of both Conditional DDIM + W, C and Condi-
tional DDIM + W, C + PSNR Voting. Looking at mLPIPS
results, we observe that the regression-based models beat by
a small margin the original Sentinel-II, whereas Conditional
DDIM + W, C and Conditional DDIM + W, C + PSNR
Voting show a much more significant improvement in the
same regard. This indicates that, in a patch-by-patch basis,
only DDIM + W, C and DDIM + W, C + PSNR Voting
models were able to heavily reduce the perceptual distance
of patches when compared to their Planet Dove versions. The
proposed method with PSNR Voting has reduced mLPIPS by

0.1093 points, meaning that the produced patches are, on aver-
age, 36.71% more perceptually similar to their corresponding
Planet Dove patches than their Sentinel-II versions. When
we compare the last two rows of the table, PSNR voting
brings a significant improvement in all metrics: —5.469% for
mLPIPS, —2.665% for FID, and +2.144% for mPSNR. We
observed, moreover, that PSNR voting is specially useful to
discard rare but existent undesired model hallucinations and
poor translations, which would negatively impact, for example,
change detection results. These improvements, due to the
increased number of model evaluations, come at the cost of
higher numerical complexity.

While regression models achieve higher mPSNR values, as
discussed, PSNR’s preference for blurry regression-produced
outputs doesn’t align with human perception. Consequently,
learning-based metrics like FID are the standard in image
generation comparisons, rendering the PSNR performance
superiority of regression-based models irrelevant.

2) Visual Examples: To properly convey the visual dif-
ferences between the tested methods in Table II, Figure 4
shows generated examples of a region in Beirut, between
(4b to 4f), and put them beside the corresponding Sentinel-
IT image (4a). As expected, regression-generated images (4b
and 4c) have a blurry appearance and, due to this, when
compared to the Sentinel-II version, an improvement in the
apparent resolution is not easily noticeable. Figure 4b seems
to have better inter-patch consistency, whereas the addition
of whitening and coloring processes apparently brought some
contrast enhancement in Figure 4c. Figure 4d is the result for
the vanilla DDIM, where it can be noticed how the model
has serious issues trying to figure out which is the overall
tonality of the produced patches, thus creating a mosaic-like
appearance when they are joined together to form a bigger
image. This issue is solved by the inclusion of whitening
and coloring processes, as observed by the result in Figure
4e. In fact, with their inclusion, 4e shows an even greater
patch consistency than the regression-based results 4b and 4c.
When compared to 4f, however, some regions of Figure 4e
show deficiencies. In the center-west part of 4e, we observe a
blurry and watched-out patch that apparently was not properly
generated by the model. Likewise, in the south-west and
south-east we observe two patches that are darker than their
neighbors, and, for the south-east patch in particular, the darker
patch also shows blurry low-resolution features that are not
present in the same region in 4f. Overall, the PSNR voting
procedure has improved patch consistency and suppressed
non-ideal DDIM generations.

In a direct comparison between Sentinel-II, Planet Dove,
and the synthetic Planet Dove image generated by the pro-
posed method, Figure 5 presents a region from the city
of Tlaquepaque, Mexico. Each of the three rows of figures
shows a different view of the city, with different scales, to
better compare different aspects of the images. The three
columns show images from Planet Dove, Sentinel-II, and
images generated by the proposed method, respectively. The
first row shows a far view of the city that depicts multiple
complex urban features: houses, buildings, storage facilities,
factories, roads, and scattered vegetation. When looking at
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Fig. 6: Figures of the region of interest in the port of Beirut.

the quality of the figures, Figure 5a clearly shows great
contrast between features due to it coming from a higher
spatial resolution satellite when compared to Figure 5b. Figure
Sc is the synthetic high-resolution image generated with the
proposed model using Figure 5b as input. It exhibits a higher
contrast between features, compared to the Sentinel-II version,
while maintaining feature consistency between patches to
the point that it becomes almost impossible to distinguish
individual patches in the full images. The same can be said
about Figure 5f, which shows a close-up view of a region
located around the center of Figure Sc, where homogeneity is
still observed, and the super-resolution aspect of the method
starts to be noticeable. That is, high-frequency information

not clearly observable in Figure 5e gets enhanced by the
algorithm, resulting in Figure 5f. Finally, the last row depicts a
highly zoomed-up area of the city, where individual residential
buildings can be visualized. It is clearly noticeable in Figure
5g how the higher spatial resolution information provided by
the Planet Dove sensor enables the visualization of details
otherwise imperceptible in the Sentinel-II image (Figure 5h),
as well as properly separates features coming from different
elements in the image, e.g., roads are easily distinguishable
from buildings, whereas in 5h the pixels from narrow roads
are interleaved with pixels from buildings. This drawback of
Sentinel-II images is alleviated by the proposed method, as can
be observed in Figure 5i. There, pixel-level details are almost



(f) Change Detection Ground Truth

Fig. 7: Figures of the region of interest in Austin.



as clear and as distinguishable as in Figure 5g. In addition
to this, the synthetic image does not show visible undesirable
hallucinations, which enables change detection tasks.

Figures 6 and 7 respectively show images from the selected
regions of Beirut and Austin. Their first, second, third and
fourth rows individually show pre-event Sentinel-II, pre-event
Synthetic Planet Dove (Regression + W), pre-event Synthetic
Planet Dove (Proposed), pre-event Planet Dove, post-event
Planet Dove, and the change detection ground truth obtained
by applying Algorithm 5, which is discussed in Section V-B,
using Planet Dove pre and post event images. Instead of
manual annotations, we use this ground truth since our 121
translation method aims to closely match low-resolution input
to the style and resolution of high-resolution images, specif-
ically Planet Dove in our experiments. In both regions, the
tonality of the synthetic images generated using the proposed
method (Figs. 6¢ and 7c) closely resemble those of the Planet
pre-event images (Figs. 6d and 7d). Also, when they are
compared with the pre-event Sentinel-II images used as inputs
to the DDM-based method (Figs. 6a and 7a), it is easily
observable how they have an improved apparent resolution
and contrast. It is also noticeable how no perceptible undesired
hallucinated features are present, favoring their use for change
detection. Compared to the Regression + W synthetic images
(Figs. 6b and 7b), our method delivered images with higher
contrast and visual resolution, which translated into images
that better match the characteristics of Planet Dove imagery.

Algorithm 5 Targetless Change Detection

Input: Ipre’ IpOSt7 l, Nch, h, W, W, Wgauss> Wotsuy Emax s "min

Olltpllt: Idiff
1 I [min (13, (1, ]
pre 4 [min (™™ 1 (ore) + 600 )| i 1<z

2. I — [mln( b I 60 )]
post ot + 4 (Lpost) + 607, 1<i<ng, 1<5<h, 1<k<w

. Tpee—min Tpre Ty xhxw
3: I < GaussianBlur ( o T —miin Toe ,wgauss>
: Tpos —min Iposl'-]nchxhxw
4: Ipog < GaussianBlur ( ek Ty —min Toos ,wgauss>

Ipre_N(Ipre)Jnch X h X w
o (Ipre)
Iposl_l‘(Ipnsl)Jnch X hXw
o (Lpost)
©2

5: Ipre “—

6: Ipost —
72 I < (Iposl - Ipre)

. R 1 Nech T4
8 Laifr 7. > ; 21 Lige

Tgige—min LaigeJn g 5 hxw
max Idiff—min Id;ff

9: Ty
10: Tgigr = H (Laier — wI gy xchxw) © Laite
11: Igige < Otsu (Lgigr, Wotsu)

12: Lgiir < DBSCAN (Idiff, €max nmin)
Ip" if Ly # -1
13: Tgiee

0 otherwise
1<i<ng, ,1<j<h 1<k<w

B. Change Detection

1) Procedure: Algorithm 5 defines a simple change de-
tection procedure for a pair of images, I, and I, taken
before and after a change event, respectively. It is target-
less, meaning that no specific class of detections is to be
highlighted, but instead, all changes are treated equally. The
algorithm, which is used in the change detection experiments
presented henceforth, is a structured approach to targetless
change detection, leveraging the robustness of Otsu’s method
[36], a well-known adaptive thresholding technique. It works
by automatically selecting the optimal threshold value to
separate pixels into two classes, foreground, and background,
based on their grayscale levels, in a sliding-window fashion.
Intuitively, it calculates the threshold that minimizes intra-
class variance, effectively distinguishing between changed and
unchanged areas in an image.

Lines 1 and 2 of Algorithm 5 individually clip I, and
Los to their mean plus six times their standard deviations,
to remove extreme outliers that could affect the difference
image calculation. Lines 3 and 4 apply Gaussian filtering
to [0,1]-normalized versions of the images, to smooth the
images, which alleviates the value transitions, suppressing
potential false alarms. Following, in Lines 5 and 6, the images
are standardized so that the pixel values of both images
become comparable. Line 7 computes the squared difference
between the two images in order to highlight the changes,
followed by a channel-wise mean in Line 8, to compact the
change map into a 2D matrix. Line 10 zeroes out elements
of the difference image that are smaller than w. H is the
element-wise Heaviside step function. By setting such a global
threshold, we effectively filter out minor variations in pixel
values that are likely due to noise. This pre-processing step
simplifies the image data, ensuring that when Otsu’s method
is applied, it can more accurately focus on the substantial
changes—those that are of real interest in the context of the
event being analyzed. Then, in Line 11, the Otsu’s adaptive
thresholding [36] is applied with window size of wqsy, tO
generate a binary map whose nonzero elements correspond
to potential changes. In Lines 12 and 13, to alleviate the
presence of detection noise, i.e., to remove positive pixels that
are completely isolated and scattered through the binary map,
Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) [37] algorithm is applied. It locates clusters of
positive pixels of significant size and discards pixels that do
not belong to any detected cluster, classifying them hereby
as noisy pixels. Its parameters are the maximum Euclidean
distance between pixels of a cluster, ep,y, and the minimum
number of pixels that a cluster should contain, n;,. The output
of Line 12, Lgg, is a matrix with the dimensions of I,
whose pixels are integers from -1 to the number of identified
clusters. All pixels equal to -1 are classified as noise and are
finally discarded in the last line of Algorithm 5, resulting in
a clean binary map, where nonzero pixels are classified as
changed pixels. For the executed experiments, the values of
Wgausss Wotsus €max» and nmyin were set to 11, 1023, 5, and 48,
respectively.



(d) Ground Truth—Planet Pre and Post

Fig. 8: Change detection results in Beirut Port Region for a fixed detection rate of 0.75. Pixels in green, blue, and red are true

positives, false negatives, and false positives, respectively.

2) Experiments: Two pairs of Sentinel-Il pre-event and
Planet Dove post-event images from two different cities were
selected for a change detection comparison experiment. We
also use their respective pre-event Planet Dove images to
produce a change detection ground truth. The Sentinel-II pre-
event images are part of the test set mentioned in Section IV.
The first pair of images is in Beirut, Lebanon, surrounding the
port region. It has been extracted from the northern part of the
images in Figure 1, where no clouds are present. This image
has been considered because it showcases multiple different
types of changes, making targetless change detection useful.
Moreover, it is a good example to test the robustness of the
proposed method. The second pair of images is in Austin,
USA, where many construction and terrain-related changes
are present. The metrics used henceforth are the detection rate
(DR) (recall) and the false alarm rate (FAR), which is defined
as the ratio between the number of pixels misclassified as
changes and the total number of unchanged pixels. These are
metrics that properly quantify the trade-off between over and

under detection.

Using the images presented in Figures 6 and 7, quantita-
tive change detection results were obtained and presented in
Figures 8 and 10 for Beirut and Austin, respectively. Pixels
in green correspond to true positives, in red to false positives,
and in blue to false negatives. The first, second, and third
rows contain, individually, change detection results generated
using as pre-event images: a Sentinel-II image (Figs. 8a and
10a), a synthetic Planet Dove image using the Regression
+ W model (Figs. 8b and 10b), described in the previous
section, and a synthetic Planet Dove image generated with
the proposed DDM-based algorithm (Figs. 8c and 10c). The
Coloring procedure executed in the generation of the synthetic
images made use of color information extracted from the post-
Planet Dove image patches. A threshold w has been chosen
for each generated change map such that DR = 0.75, which is
an operating point that highlights the effects of the proposed
algorithm.

Comparing the results in Fig. 8, the proposed method has



been able to heavily suppress false alarms. In fact, the change
maps for Sentinel-IT and Regression + W as pre-images show a
staggering amount of false alarms, greatly surpassing the num-
ber of true positives. When the proposed method is applied,
however, the majority of such false alarms are completely
avoided. This visual superiority is further confirmed by the
calculated metrics. For the Beirut region in Fig. 8§, with
DR = 0.75, the proposed method reached a FAR of 0.03933
(—log10(FAR) = —1.405), whereas when using the Sentinel-II
pre-event image, and the Regression + W synthetic pre-event
image, the FAR was of 0.0731 (—log10(FAR) = —1.136) and
0.1055 (—log10(FAR) = —0.9769), respectively.

For the Austin region in Fig. 10, the improvements are
less visually evident but still numerically expressive. In Fig.
10a, when the Sentinel-II image is used as pre-event image,
multiple false alarms related to unchanged buildings can be
spotted, specially in the bottom of the image, which are
not observed in the change map for the proposed method’s
change map (Fig. 10c). Moreover, for the regression-based
change detection in Fig. 10b, a big false alarm is spotted
in the eastern part of the image, which is not present in the
change map of the proposed method. The metrics again prove
the superiority of our technique: for DR = 0.75, using the
synthetic image generated by the proposed algorithm as the
pre-event image leads to a FAR of 0.001678 (—log10(FAR) =
—2.775), whereas when using Sentinel-Il leads to a FAR
of 0.007194 (—log10(FAR) = —2.143), and to a FAR of
0.003648 (—log19(FAR) = —2.438) when Regression + W
is used.

To better evaluate the performance of the proposed al-
gorithm for all possible choices of clipping threshold w,
employed in Line 10 of Algorithm 5, Figures 9a and 9b
present receiving operating characteristic (ROC) comparisons
between the baseline change detection and change detection
using the proposed method, for Beirut port and Austin re-
gions, respectively. These curves were obtained by varying w
between 0 and 1.0, with steps of 0.01. As can be visualized in
the curves, w adjusts how permissive or restrictive should the
algorithm be towards potential changes: a trade-off between
higher detection rates and lower false alarm rates.

In Fig. 9a, the proposed method beats both compared
methods for all choices of w, which displays how it has been
able to significantly reduce false alarms for a desired detection
rate. For fixed detection rates, the difference between the false
alarm rate of the proposed method and the other two cases is
up to 0.7 in the logarithmic scale or 5 times lower in the linear
scale (DR=0.45).

Meanwhile, in Fig. 9b, the performance of the pro-
posed method is on par with the other two methods up to
—log10(FAR) = 2, displaying a slightly lower DR compared
to the regression-based model: a maximum difference of 0.01
in the DR. After this point, however, the proposed method
beats by a large margin the other two approaches, reaching a
FAR difference of up to 1.25 in the logarithmic scale, or 17.8
times lower in the linear scale.
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Fig. 9: Performance comparison of heterogeneous change
detection region using a Planet Dove frame as a post-event
image. Sentinel-1I refers to when a Sentinel-II image is directly
used as a pre-event image. Regression + W refers to when
using the regression-based model with the whitening operation
to generate a synthetic pre-event image. Synthetic Planet refers
to when a synthetic Planet Dove image generated by the
proposed I2I method is used as a pre-event image.

VI. CONCLUSION

In this article, we introduced an innovative deep learning-
based method that uses denoising diffusion models to generate
synthetic high spatial resolution satellite images following the
characteristics of a high-resolution optical sensor, using low
spatial resolution images from another sensor. We trained
and tested our method on a large and diverse data set of
paired images from these sensors and compared it with other
solutions, including the popular classifier-free guided DDIM
framework. The success of our method can be attributed
to a novel training regimen that deviates from traditional
Denoising Diffusion Probabilistic Models. By incorporating
color standardization and initial noise selection techniques,
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(d) Ground Truth—Planet Pre and Post

Fig. 10: Change detection results in Austin Region for a fixed detection rate of 0.75. Pixels in green, blue, and red are true

positives, false negatives, and false positives, respectively.

we have achieved a significant alignment between input and
output patches, thereby reducing the likelihood of model
hallucinations. These strategic modifications are important to
ensure that the diffusion network is not misled by the high
variability in patch coloration found within large training
datasets. We also applied our method to the task of heteroge-
neous change detection (HCD) between images from different
sensors and demonstrated that our method can improve the
performance of a targetless change detection algorithm in two
urban areas: Beirut, Lebanon, and Austin, USA. Our method
can be useful for HCD applications, especially in cases where
the availability of high-resolution images from the same sensor
is limited or costly. In future work, we plan to extend our
method to other combinations of sensors and investigate the
employment of synthetic images in target change detection.
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