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Abstract—This paper presents design techniques for an energy-
efficient multi-lane receiver (RX) with baud-rate clock and data
recovery (CDR), which is essential for high-throughput low-
latency communication in high-performance computing systems.
The proposed low-power global clock distribution not only sig-
nificantly reduces power consumption across multi-lane RXs but
is capable of compensating for the frequency offset without any
phase interpolators. To this end, a fractional divider controlled by
CDR is placed close to the global phase locked loop. Moreover, in
order to address the sub-optimal lock point of conventional baud-
rate phase detectors, the proposed CDR employs a background
eye-climbing algorithm, which optimizes the sampling phase
and maximizes the vertical eye margin (VEM). Fabricated in a
28 nm CMOS process, the proposed 4×32 Gb/s RX shows a low
integrated fractional spur of -40.4 dBc at a 2500 ppm frequency
offset. Furthermore, it improves bit-error-rate performance by
increasing the VEM by 17 %. The entire RX achieves the energy
efficiency of 1.8 pJ/bit with the aggregate data rate of 128 Gb/s.

Index Terms—Baud-rate, Clock and data recovery (CDR),
Clock distribution, Collaborative CDR, Energy-efficient, Multi-
lane, Plesiochronous, Unequalized Mueller-Müller CDR.

I. INTRODUCTION

MULTI-LANE high-speed wireline transceivers (TRXs)
are essential building blocks in contemporary high-

performance computing systems and data centers, enabling
high-throughput low-latency communication. Such multi-lane
TRXs have widely used phase interpolator (PI)-based clock
and data recovery circuits (CDRs) [1]-[7]. Fig. 1 shows the
conventional clock distribution network of PI-based CDRs
in multi-lane 32 Gb/s half-rate receivers (RXs). These CDRs
distribute high-speed multi-phase clocks for the PI inputs from
a global LC phase-locked loop (PLL) [1]-[7]. However, this
structure has several drawbacks. First, it leads to excessive
power consumption for clock distribution, which scales with
clock frequency and the number of clock phases [8]. Second,
it has limited frequency error tolerance as the PIs should track
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Fig. 2. Comparison of sampling operations in (a) 2×-oversampling CDR and
(b) baud-rate CDR.

the frequency error between transmitted data and the RX-
side reference clock [9]. Third, clock jitter performance is
degraded due to the significant fractional spurs caused by the
PI non-linearity and quadrature phase error generated during
distribution.

To reduce the clock distribution power, [10] locates the
PI near the LC PLL, reduces the clock frequency through a
divider and distributes a low-speed single-phase clock to RX.
The local RX ring-oscillator-based-PLL (RPLL), controlled by
the CDR proportional path, then multiplies the frequency, gen-
erates multiple phases, and adjusts the sampling clock phases
to recover data. While this approach reduces clock distribution
power, it does not address the PI design issues since the PI
should still track the frequency error. Furthermore, it leads to
considerable power overhead to generate multi-phase clocks
due to the use of bang-bang phase detectors (!!PDs) or 2×-



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 2

Fig. 3. Lock point of conventional SS-MMPD (a) without DFE and (b) with
DFE.

oversampling PDs. Fig. 2 compares the sampling operation of
!!PD and baud-rate PD (BRPD). The necessity of 2× more
samples per unit interval (UI) in !!CDRs doubles the number
of PIs and sampling clock phases compared to BRCDRs [2],
[5]-[10]. Therefore, most clock recoveries in high-speed RXs
rely on BRPDs for better energy efficiency [11]-[14]. How-
ever, the typical BRPD, sign-sign Mueller-Müller PD (SS-
MMPD) faces challenges with its lock point, where h1 and
h−1 coincide [15]-[17]. Fig. 3 shows the lock point of con-
ventional SS-MMPD on single-bit-responses (SBRs) and eye
diagrams, which results in reduced vertical eye margin (VEM)
and increased bit-error-rate (BER). Moreover, with decision-
feedback equalizers (DFEs), the lock point (h1 = h−1 = 0)
becomes susceptible to noise, consequently worsening the
performance (see Fig. 3(b)).

In view of these drawbacks, this paper introduces an energy-
efficient multi-lane RX architecture employing a frequency-
tracking, low-power global clock distribution network and a
background eye-climbing algorithm (ECA). By distributing a
low-frequency single-phase global clock and utilizing BRPDs,
the proposed RX significantly reduces clocking power. The
global clock frequency is adjusted by a fractional divider
(FDIV), which is controlled by the CDR’s integral path to track
the frequency error, instead of PI. This approach enhances
frequency error tolerance and minimizes fractional spurs. In
addition, a background ECA effectively addresses the issues of
the conventional MMPD and achieves the optimal lock point
with the largest VEM.

Rest of this paper is organized as follows. Clocking issues in
conventional PI-based CDRs, followed by the proposed clock
distribution network, is described in Section II. Section III
explains the operation principle of the proposed ECA and
baud-rate clock recovery method. Then, Section IV illustrates
the overall architecture of the proposed multi-lane RX and
its implementation details. The measurement results of the
prototype chip are presented in Section V. Finally, Section VI
summarizes and concludes this paper.

II. CLOCK DISTRIBUTION FOR MULTI-LANE RECEIVER

A. Limitations of Conventional PI-Based CDRs

In conventional multi-lane RXs with PI-based CDRs, high-
frequency multi-phase clocks are typically distributed for PI
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Fig. 4. PI with uniform weights. (a) Phase constellation. (b) Phase error.

LC
PLL

1 GHzFractional Divider

DIN,DIFF

ILCM 4

KI

+

MMD DCDL

DSM

ACCI BRPD

ACCP

KP

PI

Collaborative 
frequency tracking

CLKREF LANE0
16 GHz

𝒌𝒅𝒄𝒅𝒍16(1+fos) GHz

0.5(1+fos) GHz

2
Phase
tracking

32 Gb/s

Fig. 5. Overall architecture of the proposed clocking for multi-lane RX.

inputs [9]. However, this method introduces design challenges
associated with clock distribution power and PI non-linearity.
First, distributing high-frequency multi-phase clocks incurs
power consumption proportional to the number of phases and
the clock frequency. Moreover, more clock buffers are required
at a higher speed, causing additional power consumption.
As the number of lanes grows, so does the distribution
distance, leading to a further increase in power consumption.
While high-frequency single-phase clock distribution can re-
duce some power demands, it requires additional power and
hardware to locally generate multi-phase clocks, such as delay-
locked loops (DLLs) or injection-locked oscillators (ILOs) [9].

Second, the local PIs in conventional PI-based CDRs need
to track both frequency and phase errors. In the presence
of frequency error between TX and RX in separate clock
domains, the PI’s control code should rotate continuously. It
reveals the PI’s non-linearity as unwanted spurs, or determin-
istic jitter, even under ideal conditions with ideal sinusoidal
inputs and uniform weighting. Fig. 4 shows the expected
and actual output phases of PI that generates N phases
between quadrature clocks. The uniform interpolation of these
sinusoidal waves forms a diamond-shaped constellation, not a
uniform phase distribution, leading to sinusoidal phase errors,
even in the absense of other non-linear factors such as input
slew rate [18]. Furthermore, reducing this nonlinearity-induced
jitter requires a finer resolution for the PI, leading to a trade-
off between PI resolution and the ability to tolerate larger
frequency error [19].

Prior art such as [20] tried to mitigate this problem by plac-
ing the frequency-tracking PI in the feedback path of the global
PLL, where the phase error caused by the finite resolution
and non-linearity of PI can be effectively reduced using the
PLL’s phase-domain low-pass characteristics. However, since
this approach relies on PLL to suppress the PI-induced phase
error, low PLL bandwidth is required, which conflicts with
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VCO phase noise suppression.

B. Proposed Clock Distribution Network

Fig. 5 shows the overall structure of the proposed CDR
with a focus on the clock distribution network. Instead of
distributing multi-phase high-frequency (4×16 GHz) clocks or
a single-phase 16 GHz clock, the proposed CDR distributes a
single-phase 1 GHz clock to minimize the distribution power.
Within each lane, an injection-locked clock multiplier (ILCM)
locally generates 4-phase 16 GHz clocks provided to local
PIs for phase tracking. Power comparison, estimated based
on post-layout simulation results, is presented in Fig. 6. We
assume that the identical PIs are used for all cases, and the
same ILO is utilized for multi-phase generation in the CDR
with single-phase clock distribution. In Fig. 6, all the power
values are normalized by the clock distribution power of the
proposed CDR. Clocking power of the proposed RX is greatly
reduced by 83 % and 56 %, respectively, which is attributed
to the drastic reduction in global clock distribution power.
We also note that, since single-phase high-frequency clock
distribution requires additional hardware like ILO for multi-
phase generation locally, distributing a low-frequency global
clock and using local ILCMs that can multiply frequency
as well as generate multi-phase clocks simultaneously with
overhead similar to ILO, is more power-efficient.

In the proposed CDR, the FDIV, which consists of a multi-
modulus divider (MMD), a gain-calibrated digitally-controlled
delay line (DCDL), and a delta-sigma modulator (DSM) [21],
compensates for the frequency error, instead of PI. The di-
vision ratio of the FDIV is controlled by accumulating the
phase errors detected by the CDR logic, ensuring that local
PIs get zero frequency offset clocks. This method provides two
benefits: 1) the recovered clock shows lower deterministic jitter

MMD DCDL !!PD

Z-1
+
–

𝒅𝒄𝒘

𝒌𝒅𝒄𝒅𝒍

𝒆𝒓𝒓𝒐𝒓(±1)

Freq. control code

DSM

𝝁
1 – Z-1

Gain calibration logic

CLKFDIV CLKDCO

Fractional Divider

CLKLC

Fig. 8. DCDL gain calibration with LMS.

h0+h-1

h0-h-1

Data 1 h0

Fig. 9. Data-level distribution with white Gaussian noise.

(i.e., fractional spur) due to the superior linearity of the DCDL
in FDIV over PI, and 2) the trade-off between the PI resolution
and its ability to track larger frequency error is alleviated,
as the PI no longer tracks frequency error. In addition, the
collaborative collection of error information across all lanes
increases the transition density (phase error detection density)
effectively, thereby allowing RX to track frequency error more
accurately compared to conventional baud-rate CDRs [22].

Fig. 7 highlights the enhanced linearity of DCDL compared
to PI by comparing their differential non-linearity (DNL) and
integral non-linearity (INL). DCDL demonstrates maximum
DNL and INL of 0.68 LSB and 0.73 LSB, respectively, while
PI exhibits 0.46 LSB and 4.67 LSB, respectively. Notably,
DCDL achieves better linearity despite its finer phase step of
183 fs, compared to the PI’s of 244 fs. Designing linear phase
rotators has been a difficult task as discussed in Section II-A.
Although prior art [23]-[26] has introduced effective phase
rotators, they exhibit average DNL and INL of 0.68 LSB
and 1.08 LSB, respectively, similar to or worse than those
of DCDL, even with an average phase step of 719 fs, which
emphasizes superior linearity of DCDL.

To minimize the phase error caused by FDIV, the range
of DCDL must be equivalent to the period of the FDIV’s
input clock (CLKLC) under process, voltage, and temperature
(PVT) variations [27]. Consequently, background calibration
of the DCDL gain (kdcdl) is necessary. The calibration process
employs the sign-sign least-mean-square (SS-LMS) algorithm,
correlating the bang-bang PD (!!PD) output from ILCM with
changes in the DCDL control code (dcw), as illustrated in
Fig. 8. Assuming the constant period of CLKFDIV (ILCM
input), the error from !!PD can be expressed as:

error = (Tmmd[n] + kdcdl · dcw[n])
− (Tmmd[n+ 1] + kdcdl · dcw[n− 1]),

(1)

where Tmmd represents the period of the MMD output clock.
Applying this error to the LMS algorithm leads to:

kdcdl[n+ 1] = kdcdl[n]− µ∇kerror
2 (2)
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kdcdl[n+1] = kdcdl[n]−µ·2error·(dcw[n]−dcw[n−1]). (3)

By correlating the difference between the current dcw and the
previous dcw with the error, it enables determination of an
appropriate kdcdl and ensures precise FDIV operation.

III. CLOCK AND DATA RECOVERY

A. Issues in Prior Baud-Rate CDRs

Prior art has tried to address the issue of the sub-optimal
lock point in conventional SS-MMPD-based CDRs [15]. For
instance, [16] proposed an unequalized MMCDR that inten-
tionally adds offset to enable phase lock at a point where h1

and h−1 do not coincide. Choosing a proper offset results in
enhanced voltage margin, thereby improving BER. However,
manually finding the optimal offset value, which is sensitive
to channel characteristics, makes it difficult to use [16] in
practice.

To mitigate this issue, [17] automatically search for the
optimal offset by monitoring the eye height. When DFE
removes all post-cursors and only the first precursor remains,
data 1 can have two voltage levels, h0 + h−1 and h0 − h−1,
and the eye height can be represented as h0−h−1 (see Fig. 9).
Then, by updating the data-level with LMS in 1:3 ratio, the
adapted data-level converges to h0−h−1, effectively indicating
the eye height [28]. While sweeping the offset, this biased

SS-LMS
only with

D = (-1,+1,-1)

Pdlev
VREF=h0-h1-h-1
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Pdlev Adaptation

D

CLKECA Cdly
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Fig. 12. Eye margin monitoring through Pdlev adaptation.
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(c) Change of sampling clock phase.

data-level (Bdlev) adaptation can be utilized to identify the eye
height corresponding to each offset and choose the one with
the maximum eye height. However, this CDR also has several
drawbacks. First, operating with only two samplers reduces the
transition density to half that of the conventional SS-MMPD.
Besides, using a single error sampler for both phase detection
and Bdlev adaptation for eye height monitoring can cause
interaction between two loops, resulting in undesirable dead
zones. Second, when noise power is comparable to h−1, the
overlap region between the two levels increases as depicted
in Fig. 9, which makes the Bdlev adaptation inadequate
for accurately representing the effective eye height. Finally,
while this method allows for automatic offset determination,
it cannot operate robustly against PVT variations, necessitating
a background calibration technique.

B. Proposed Baud-Rate CDR with ECA

The proposed baud-rate CDR operates with three samples
per UI as shown in Fig. 10(a): One for data recovery, a
second for SS-MM phase detection, and a third for eye margin
monitoring. The phase detecting error sampler’s outputs are
used for data-level (Dlev) adaptation and modified SS-MMPD,
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and the outputs of the eye monitoring sampler are for pattern-
based data-level (Pdlev) adaptation indicating the eye margin.
Fig. 10(b) shows the phase update process of the proposed
CDR. Initially, CDR locks at the phase where h1 = h−1

with modified SS-MMPD, employing only one error sampler.
Subsequently, the clock phase update weight is changed to
up : dn = 1 : k to adjust the recovered clock phase. The ratio
or offset k is calibrated by the proposed ECA to ensure CDR
locks at the largest VEM, maximizing Pdlev. Note that the
clock phase (CLKECA) for the eye margin monitoring sampler
differs from CLK used in the other two samplers. Depending
on whether the switch is on or not, CLKECA is either delayed
or identical to CLK.

The proposed BRPD operates with just one error sampler
and a data sampler but achieves higher transition density
compared to other BRPDs with two samplers [17], [29],
[30]. Fig. 11 demonstrates the operation of the modified SS-
MMPD. The outputs from the error sampler (EPD) and the
data sampler (D) are utilized for phase error detection and
Dlev adaptation. Dlev for the phase detection error sampler is
adapted to h0 with the SS-LMS algorithm. Fig. 11(b) details
the modification in the PD logic. By combining the error
detection pattern from [15] and [17], it allows for phase error

detection in three cases with just two samplers, enhancing the
transition density compared to conventional BRPDs with two
samplers1.

For eye height estimation, the eye monitoring sampler’s
reference voltage (Pdlev) is adapted through SS-LMS, updated
only with the data pattern (−1,+1,−1), as shown in Fig. 12.
This makes Pdlev converge to h0−h1−h−1, which represents
the effective VEM. The input of the samplers, DIN, can
be expressed as convolution between data xn and channel’s
impulse response hn:

DIN,n =
∑

(xn−khk)

= · · ·+ h1xn−1 + h0xn + h−1xn+1 + · · · .
(4)

The SS-LMS algorithm applied with the pattern of (−1, 1,−1)
finds Pdlev (w0), which minimizes the expression:∑

n

(DIN,n − w0xn)
2

= (· · ·+ h1xn−1 + h0xn + h−1xn+1 + · · · − w0xn)
2

= (· · · − h1 + h0 − h−1 + · · · − w0)
2.

(5)

1Since the DFE removes post-cursors, the pattern (Dn−1, Dn, En−1, En)
= (1, 1,−1, 1) does not occur. Thus, there are more patterns for detecting up
than for detecting dn.
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Assuming that the input data is random, w0, or Pdlev, con-
verges to h0−h1−h−1. As a result, Pdlev reliably represents
VEM, unaffected by noise levels. To accurately account for
the residual h1 due to the quantized DFE tap implementation,
Pdlev is adapted to h0 − h1 − h−1, not h0 − h−1.

Fig. 13 details the operation principle and a transient
example of the proposed ECA. Using the Pdlev, the proposed
CDR “climbs” toward the top of the eye. Starting from an
initial lock point h1 = h−1 (i.e., k = 1), the CDR then
periodically dithers CLKECA by turning on and off the delay
cap, Cdly. Observing whether Pdlev is increased or not, it
adjusts k accordingly. In the case of Fig. 13, with an initially
positive eye slope, Pdlev increases when CLKECA is delayed
(Cdly on) and decreases when the CLKECA phase is restored
back (Cdly off). Hence, in this case, decreasing k shifts the
clock phase rightward, achieving a larger VEM than with
k = 1. This process continues until CLK and CLKECA
settle to the point where Pdlev (or VEM) becomes maximum,
as in Fig. 13(c) right. Compared to the conventional SS-
MMPD, this method enables RX to achieve a lower BER
by securing the largest VEM without additional hardware.
Moreover, even when the sampling clock reaches the largest
VEM, the ECA continues dithering CLKECA and monitoring
eye margin. This background operation ensures the optimal
lock point is maintained even with PVT variations.

IV. IMPLEMENTATION DETAILS

Fig. 14 shows the overall architecture of the proposed 4-
lane RX. FDIV divides the LC PLL clock into a 1 GHz
clock and distributes it to each lane. The separated integral
and proportional paths of CDR lead to improved frequency
error tolerance and jitter performance. Utilizing the low-
frequency single-phase distributed clock, each lane generates

Power [mW]Area [mm2]Blocks
1.840.001Frac. DividerA
6.760.199Clock DistributionB
59.70.054ILCM (x4)C

14.870.004PI (x4)D
25.540.061Digital LogicE

123.29
0.027Analog Front End (x4)F
0.025Bias Gen. & DACG

2320.42Total

A

A

LANE0

LANE3

LANE2

G

G

F
E

CDG

G

1000μm

2000μm

E

Clock distribution: 2mm

(a)

(b)

B

Fig. 18. (a) Chip photomicrograph. (b) Active area and power breakdown.

high-frequency multi-phase clocks with an ILCM, and PIs,
taking the ILCM outputs as input, are controlled by the CDR
proportional path and adjust the recovered clock phase. In the
RX analog front-end (AFE), a continuous-time linear equalizer
(CTLE) and a 1-tap DFE are employed to compensate for
channel loss. Reference voltages for phase detection and eye
margin monitoring samplers are generated using 6-bit resistor
DACs according to the Dlev and Pdlev codes. The data and
error samples are deserialized and processed by the digital
block, operating at a 32× lower frequency.

A. Analog Front-End
To compensate for a 15 dB channel loss, RX incorporates

a CTLE and a 1-tap DFE. The detailed schematic of the
implemented AFE is depicted in Fig. 15. The CTLE is
designed to provide up to 8.9 dB peaking with its degeneration
capacitance and resistance being manually controllable [31].
The 1-tap DFE is implemented using a current-based summer
to eliminate the first post-cursor [32]. The DFE summer output
is connected to one data sampler and two error samplers,
comprising strong-arm latches and SR latches [33]. Note that
the error samplers incorporate additional transistors, Mref,1 and
Mref,2, to provide offset for reference voltage comparison.

B. Fractional Divider
The implemented fractional divider, as illustrated in Fig. 16,

consists of an MMD, a DCDL, and a DSM. The DSM takes
a frequency control code from the CDR integral path and
generates the control codes for the MMD and DCDL. The
MMD, capable of seamless switching, has four divide-by-2/3
cells to enable a division range from 8 to 32 [34]. The DCDL
delay is controlled by switching MOS capacitors on/off. It
comprises 16 delay cell stages in total, where each delay
cell is controlled by 32 MOS capacitors. The 9-bit binary
delay control code is converted into a mix of thermometer
and binary code for layout simplicity [35]. To provide precise
delay robustly against PVT variations, the DCDL control code
is generated after multiplying a LMS-calibrated gain, kdcdl.
The FDIV output CLKDIST is distributed to four local RX
CDRs.
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Fig. 19. Measured recovered clock jitter with 1000 ppm frequency offset: (a)
Frequency tracking with FDIV. (b) Frequency tracking only with PI.
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– 40.4 dBc
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(a) (b)

Fig. 20. Measured fractional spur of ILCM output with 2500 ppm frequency
offset (a) before DCDL gain calibration and (b) after DCDL gain calibration.

C. Local Clock Path

In each lane, the ILCM converts the distributed low-
frequency clock into high-frequency multi-phase clocks, and
the local PIs adjust the phase to generate the recovered clock.
Fig. 17 details the structure of ILCM. As in [36], ILCM
employs the gating approach to track the frequency of the
reference clock and address delay mismatch through a de-
skewing loop, alleviating reference spur. However, the de-
skewing loop in the ILCM operates when the injection pulse
is gated, differing from [36] where the frequency tracking
loop operates during pulse injection. For phase tracking, 8-
bit current-mode PIs are implemented with seamless switch-
ing [37] and controlled by the CDR proportional path.

V. MEASUREMENT RESULTS

The prototype 4-lane RX is fabricated in a 28 nm CMOS
and occupies an active area of 0.42 mm2 as shown in Fig. 18.
The entire RX consumes 232 mW (58 mW per lane) with the
aggregate data rate of 128 Gb/s. Fig. 18(b) shows the area and
power breakdown of the entire RX.

A. Clocking Performance

The proposed multi-lane RX efficiently distributes a low-
frequency single-phase clock over a 2 mm distance, consuming
only 6.76 mW. Moreover, thanks to the good DCDL linearity
in FDIV, the recovered clock shows better jitter performance
than PI-based CDR in the presence of frequency offset,
which is demonstrated in Fig. 19 (measured with a 1000 ppm

TABLE I
PERFORMANCE COMPARISON WITH OTHER MULTI-PHASE GENERATING

PHASE ROTATORS.

ISSCC’19 [25] ISSCC’21 [26] This Work
Technology 16 nm 65 nm 28 nm
Architecture ILPR MPILOSC FDIV+ ILCM

Resolution [bits] 8 7 9

Power [mW] 11.4
@ 7 GHz

15.6
@ 7 GHz

16.0
@ 16 GHz

Power/GHz
[mW/GHz] 1.63 2.23 1

Integrated -39.4 dBc -33.9 dBc -40.4 dBc
Fractional Spurs @ -1300 ppm @ 1000 ppm @ 2500 ppm
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Fig. 21. Measured insertion loss of the channel.

frequency offset). As shown in Fig. 19(a), the proposed CDR,
where the FDIV tracks frequency offset and the PIs only
cover phase error, shows the recovered clock jitter of 1.7 psrms
and 11.6 psp2p. On the other hand, if the frequency offset is
tracked only by PIs as in conventional CDRs2, jitter increase
to 2.0 psrms and 15.6 psp2p (see Fig. 19(b)). Fig. 20 shows
the measured spectra of the ILCM output with a 2500 ppm
frequency offset (FDIV division ratio fixed at 16.04), where
fractional spurs due to DCDL non-linearity can be observed.
Without DCDL gain calibration, fractional spur of -34.0 dBc
appears at 40 MHz due to large phase-domain quantization
error. However, with the LMS-based gain calibration, this spur
is reduced to -48.9 dBc. Table I compares the performance
of the proposed frequency tracking scheme with other state-
of-the-art multi-phase generating phase rotators [25], [26].
Thanks to the superior DCDL linearity in FDIV, the lowest
integrated fractional spur is achieved with excellent clocking
power efficiency of 1 mW/GHz.

B. RX Performance

The RX performance at 32 Gb/s was measured with a
15 dB channel loss including SMA cable and FR-4 trace loss.
Fig. 21 depicts the tested channel characteristic. As shown in
Fig. 22, the measured JTOL corner frequency is 10 MHz, and
the measured recovered clock jitter is 1.3 psrms and 8.8 psp2p,
respectively. Fig. 23 shows the measured BER bathtub curves
for each lane of the proposed 4-lane RX. The effectiveness of
the proposed ECA is validated by comparing BER when ECA
is on/off. For lane0, with the conventional timing recovery
(ECA off), the recovered clock phase locks at -0.09 UI apart
from the proposed CDR’s sampling phase, which results in

2To mimic the PI behavior in conventional CDRs, the control code for
FDIV is fixed as shown in Fig 19(b).
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TABLE II
PERFORMANCE SUMMARY AND COMPARISON WITH HIGH-SPEED NRZ RXS.

ISSCC’15 [16] VLSI’20 [17] ISSCC’17 [21] ISSCC’16 [30] JSSC’23 [38] This work

Technology 14 nm 28 nm 65 nm 28 nm 22 nm 28 nm

Phase Detection
Unequalized SS-MMPD 2x- Pattern Based 2x- SS-MMPD
SS-MMPD with MET Oversampling BRPD Oversampling with ECA

Clock Recovery PI* PI* FDIV + MDLL VCO PLL + PI* FDIV + PI*

# of Lanes 2 1 1 2 1 4

Data Rate [Gb/s] 10 28 10 56.2 26 32

Aggregate Data Rate [Gb/s] 20 28 10 112.4 26 128

Channel Loss [dB] 24 20 NaN 18.4 32 15

Equalization
CTLE CTLE CTLE CTLE CTLE CTLE

4-tap DFE 2-tap DFE VGA 1-tap DFE 4-tap DFE 1-tap DFE

Active Area [mm2/lane] 0.065** 0.108 0.383 0.141 0.073 0.105

RX Clocking Power Efficiency [mW/Gb/s] 1.24** 0.51 0.92 N/A 0.73 0.65

Energy Efficiency [pJ/bit] 5.9** 2.02 2.59 2.53 3.3 1.81

* CML PI ** Transceiver
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Ji
tte

r A
m

pl
itu

de
 [U

I pp
]

0.1

1

0.1 1 10 RMS jitter = 1.3 ps
P-P jitter = 8.8 ps

0.13 UI

(a) (b)

Fig. 22. Measured (a) jitter tolerance and (b) recovered clock of the proposed
CDR.

the degraded BER of 3 × 10−10. On the other hand, the
proposed CDR shifts the lock point with ECA, achieving
error-free operation (BER < 10−12) and a 17 % increase in
VEM compared to that of the conventional CDR. Across all
lanes, BER improves from 3× 10−10, 4× 10−12, 1.5× 10−9,
and 8 × 10−12 in conventional CDR to BER < 10−12 with
the proposed method. In addition, VEMs of four lanes are
increased by 17 %, 8 %, 10 %, 8 %, respectively, thanks to
ECA. In Table II, performance comparison with other recently
published high-speed NRZ RXs is provided. Although other
works implements fewer (one or two) lanes and a shorter-
distance clock distribution, thanks to the novel low-power
global clock distribution technique, the proposed 4-lane RX
achieves the best energy efficiency.

VI. CONCLUSION

In multi-lane high-speed RXs, the clocking scheme plays
a crucial role in determining overall RX power consumption.
This paper presents design techniques for an energy-efficient
multi-lane baud-rate CDR. The proposed CDR achieves
substantial power savings with an energy-efficient clock-
ing scheme, employing a low-frequency single-phase global
clock distribution and baud-rate recovery. Frequency offset
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Fig. 23. Measured BER bathtub curves of each lane.

is compensated by FDIV before global clock distribution,
which leads to reduced deterministic jitter in the recovered
clock typically caused by PI non-linearity. In addition, the
proposed background ECA successfully addresses the lock
point issue of the conventional BRPDs, thereby improving
both VEM and BER. This enhancement is achieved without
requiring additional hardware. The prototype 4×32Gb/s RX
fabricated in a 28 nm CMOS process demonstrates superior
energy efficiency of 1.8 pJ/bit even with a long-distance clock
distribution of 2 mm. Thanks to the frequency-tracking FDIV,
the RX achieves a low integrated fractional spur of -40.4 dBc
with a 2500 ppm frequency offset. Furthermore, the proposed
ECA contributes to 17 % increase in VEM compared to
conventional methods, ensuring robust and error-free operation
of the proposed RX.
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