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Wavelet Set Theory Enhanced Wavelet Entropy Clustering for Pattern
Recognition

Shivani Saxena, Prasadini Mahapatra, and Ahsan Z. Rizvi

Abstract— The Wavelet Entropy Clustering (WEC)
technique enhances the pattern recognition (PR) methods
in science and engineering domains. WEC helps identify
hidden patterns in time series (TS) data. State-of-the-art
WEC methods rely on advanced algorithms and wavelet
function selection. Selecting pre-defined wavelets for PR
might not capture all the patterns in the TS data. This
limitation affects the accuracy of the TS data analysis.
Existing data-driven-based PR methods handle complex
TS data. They construct wavelets tailored to the data. This
approach improves the accuracy of PR in complex TS
datasets. Balancing all the desired wavelet properties like
orthogonality and compact support becomes challenging.
This inherent trade-off in achieving all properties limits the
effectiveness of data-driven methods. Wavelet set theory
(WST) offers a framework for addressing these challenges.
WST tailors wavelets from a TS signal. Tailor wavelets
perform better signal decomposition, capture complex
features, and conduct multi-scale analysis. In this work,
we propose WaveClust, a new approach which combines
WST into the WEC framework. WaveClust extracts hidden
features from TS data using multi-level wavelet packet
entropy. We compare the performance of WaveClust with
existing wavelet-based methods. WaveClust outperforms
conventional approaches in PR tasks. It improves the
ability of PR tasks to identify complex patterns in TS data.
WaveClust aids researchers in analyzing complex TS data
for scientific and engineering applications.

Index Terms— Pattern recognition, Time-series data anal-
ysis, Wavelet entropy clustering, Wavelet set theory.

I. INTRODUCTION

Pattern recognition (PR) [1-6] drives advanced tech-
nologies in various scientific and engineering fields. PR
aims to identify and classify hidden patterns within
these applications [1-6]. Most of the applications gen-
erate time series (TS) data [7]. Recognizing the inherent
patterns in these TS data is crucial. A fundamental
challenge lies in dealing with the complex TS data. The
complex TS data include non-stationarity, noise, and
high dimensionality [8]. Analyzing TS data with these
complexities raises the need for a PR algorithm.

PR methods [1-6] rely on extracting features from the
TS data. These algorithms use the extracted features
to identify and classify hidden patterns from the TS
data. Researchers call this strategy "extract and clas-
sify". Wavelet entropy clustering (WEC) [9-15] is a well-
established technique for this approach. It is a versatile
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technique used in various fields. These fields include
biomedical research [9, 10], monitoring strategies [11,
12], imaging [13], and fault detection [14, 15]. It utilizes
wavelets and entropy mathematical functions to ana-
lyze TS data. Wavelets decompose the TS signal into
different scales. It allows for a detailed analysis of the
signal at various levels of granularity. Entropy measures
the complexity within these decomposed scales to iden-
tify the patterns [15-17].

WEC technique helps in classifying and studying
complex phenomena of the TS data. It proves its ef-
fectiveness in several key areas of TS data analysis.
These areas include signal denoising [18, 19, 20], feature
extraction [21, 22, 23], and PR [24, 25]. This versatility
makes WEC a valuable tool across diverse disciplines.
Researchers applied WEC for tasks like classifying fish
feeding sounds to identify species [26], detecting pave-
ment damage through smartphone sensors [27], and
even analyzing human emotions using neural networks
[28]. WEC is also applicable to study community-
acquired pneumonia [29, 30, 31] and identify pavement
quality [32].

WEC tackles two crucial challenges in TS data anal-
ysis. These are noise reduction and multi-scale pattern
identification. It provides cleaner data and the ability
to identify patterns at different scales. WEC leads to a
more accurate analysis of TS data in detail. TS signals
can be tricky to analyze. Sometimes, they hold mean-
ingful patterns at both local and global levels. They
appear across different time scales. Capturing the full
range of these complex patterns using WEC remains a
challenge [33-40]. This challenge arises from the crucial
role of selecting a pre-defined wavelet function. The
pre-defined wavelets might not always align well with
the TS data [41, 42, 43]. This misalignment with the
characteristics of the signal affects the effectiveness of
the traditional analysis.

Data-driven approaches (DDA) [45-49] address the
issue in traditional WEC methods. It builds wavelets
based on the specific characteristics of the TS data. This
strategy offers a degree of customization in the wavelet
design. Various methods exist for wavelet design. These
methods include multi-resolution analysis (MRA) [33,
34], lifting schemes [35, 36], and filter banks [37, 38,
39, 40, 44]. In [45], researchers use a template-based
method for the specific wavelet design. Machine learn-
ing (ML) techniques are employed to design wavelets
[46, 47, 48]. In these techniques, they learn and identify
the best wavelet for the TS signal analysis. Likewise,
evolutionary methods [49] are also used to design the
custom wavelet. These approaches enhance the PR task
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in TS signal analysis. However, DDA faces its limitations.
The limitation lies in achieving all wavelet properties
[41] during wavelet construction. These properties are
orthogonality, compact support, perfect reconstruction,
and scaling [41]. These properties are important for
efficient signal decomposition. They also aid in cap-
turing hidden patterns across different time scales in
the TS data. Balancing all these properties in wavelet
design is a challenging task [50, 24, 51, 52]. Designing
wavelets for complex, non-stationary TS signals is a
tricky process. It’s hard to achieve all ideal properties
at once. They often lead to suboptimal performance of
wavelet analysis for complex signals. This limitation in
DDA methods motivates the exploration of Wavelet Set
Theory (WST) [50, 24, 25, 51, 52] as a solution.

WST offers a mathematical framework for designing
and analyzing wavelets. It provides a systematic and
efficient way to develop wavelets for specific applica-
tions. These applications include signal denoising or
compression [51, 52]. WST ensure wavelet properties
during wavelet design. It supports orthogonality and
compact support [50, 24, 51, 52]. These make the
resulting wavelets well-suited for TS data analysis [53,
54, 55]. WST offers faster processing time [51]. It is also
efficient in the calculation of wavelet coefficients [52,
56]. Overall, this tailored approach enhances PR capa-
bilities in TS data. In this study, we use the advantages
of WST and propose WaveClust, a new approach for PR
in TS data.

WaveClust algorithm classifies TS data by capturing
patterns at multi-scale. It combines the Wavelet Packet
Entropy (WPE) [57] with classical clustering algorithms.
The WaveClust algorithm calculates the features from
the TS data. These features are energy entropy (eE )
[57], power entropy (pE ) [57], and slope entropy (sE )
[58]. The classical clustering algorithms classify these
features. These algorithms include k-means [59, 60],
density-based spatial clustering of applications with
noise (DBSCAN) [61, 62], and expectation maximization
(EM) [62]. Figure 1 illustrates the experimental process
with a flow chart.

The WaveClust method tackles TS data analysis by
taking a multi-step approach. First, it divides the TS
signal into smaller chunks for more manageable anal-
ysis. Then, for each chunk, it creates a custom-made
wavelet function using WST. The least-square opti-
mization method then optimizes the custom wavelet.
This strategy ensures that the wavelet has all the
properties. The LSO process then filters out wavelets
that don’t meet the wavelet properties. This careful
selection process helps guarantee the best possible fea-
ture extraction. Finally, the chosen wavelet decomposes
each chunk of data using WPT. This decomposition
reveals hidden features within the data at different
scales. These extracted features help to identify patterns
and structures within the TS data. In the final step,
clustering algorithms classify the extracted features.

The resulting results are used for statistical com-
parison with existing methods. To assess WaveClust’s
effectiveness, the researcher compares its results with

Signal S(t )

Obtain sub-sequences Sk according to m

Obtain Wavelet ψ using Least Square Optimization JL

Decompose sub-sequences Sk to level M using ψ

Obtain coefficients d( j ,n)(k)

Obtain the Features e j
E , p j

E , s j
E

Obtain the Feature Matrix ME

Pass to Clustering algorithms

Statistical Analysis

Result Interpretation

Fig. 1: Flowchart of the proposed methodology for TS
Classification.

pre-defined wavelets. These wavelets are haar, db2,
db4, db8, coif4, sym4, and bior2.8. The researcher also
compares the results with established methods. The
results show the fitness of WaveClust algorithm. It
captures patterns and structures in TS data. The success
of WaveClust lies in its ability to tailor the analysis of
TS data. This result highlights WaveClust’s potential as
a valuable tool for various fields. These include image
and signal processing, bioinformatics, and finance.

II. METHODOLOGY

A wavelet set is a valuable tool for determining a
wavelet [50]. A function ψ defines wavelets, where
ψ ∈ L2(R) [24]. The dyadic dilates and translates ψ ∈
L2(R) form an orthonormal basis. In any subspace of
L2(R), an orthonormal basis is considered, if Ψ is a
measurable subset of (R). The wavelet set Ψ is obtained
from the signal s(t ), where s(t ) is in the rectangular
window function w(t ). The wavelet set Ψ is defined as
a wavelet set if the characteristic function χΨ ∈ L2(R).
This condition employs in equation 1, the wavelet
generated by s(t ) is defined.
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w(t ) =
{

1; −N−1
2 ≤ t ≤ N−1

2

0; other wi se
(1)

||χΨ|| =
√√√√m

(∫ N−1
2

− N−1
2

s(t )d t

)
(2)

Wavelet sets are a powerful tool for analyzing signals.
They are defined by a function ψ in L2(R), which gen-
erates an orthonormal basis through dyadic dilations
and translations. To ensure that ψ is a wavelet set, the
characteristic function χΨ must belong to L2(R). This
function is obtained by using a rectangular window
function s(t ) and a wavelet set Ψ, which satisfies certain
conditions, such as being measurable and forming a
disjoint partition for R.

The Fourier transform of an orthonormal dyadic
wavelet is given by χΨp

m(Ψ)
, where m(Ψ) < ∞. Inverse

Fourier Transform can be used to reconstruct the
wavelet. Various wavelet families exist, such as H aar ,
Daubechi es, Coi f let s, and Symlet s. This article uti-
lizes several wavelets, including H aar , db2, db4, db8,
s ym4, coi f 4, and bi or 2.8.

The wavelet function is constructed using the least
square optimization technique, which minimizes the
sum of squared errors (SSE) for a given pattern, as
described in [39] and [40]. This technique optimizes the
construction of the wavelet by finding the best set of
parameters that fits the input signal. Specifically, the
least square method considers a set of input-output
pairs (si , yi ) and some parameters β, and defines a
function f (s) as f (s) = Sβ, where S is a matrix that
depends on the input signal. The least square method
then minimizes the function f (si ) by minimizing the
SSE(si ) = yi − f (si ), which measures the difference
between the predicted output and the actual output.
The objective function JL for the least square method
is defined as follows:

JL = 1

2

∑
i

SSE(si )2 (3)

Here, y is a vector of the actual outputs, S is a
matrix that depends on the input signal, β is a vector
of the parameters to be optimized, and || · ||2 denotes
the Euclidean norm. The least square method solves for
the optimal parameters β that minimize the objective
function JL , which in turn leads to the construction of
the wavelet function. Using equation 3, the function
f (t ) is optimized, and the wavelet function ψ(t ) is
obtained. The window function w(t ) defines a continu-
ous and linearly independent function f = s1, s2, ..., sN .
Through a finite linear combination, the function f (t )
is optimized, and ψ(t ) is defined as

ψ(t ) =∑
i
βi si (4)

where βi are the coefficients, τi is the translation
factor, and N is the total number of basis functions
in the linear combination. This linear combination is
optimized to minimize the sum of squared errors. The

resulting ψ(t ) is a wavelet function that can be used
for signal analysis and processing.

To summarize, in order for a function ψ(t ) to be
considered a wavelet, it must meet the following con-
ditions: ψ(t ) ∈ L1 ∩L2 and tψ(t ) ∈ L1. The admissibility
condition is then used to ensure that the function is in
L2, which is defined as∫ ∞

0

|ψ̂(λ)|2
λ

dλ=
∫ 0

−∞
|ψ̂(λ)|2
λ

dλ<+∞ (5)

where ψ̂ is the Fourier Transform of ψ. By plugging
λ= e−v in Equation 5, we obtain∫ +∞

−∞
|ψ(−e−v )|2d v (6)

The discretization of Equation 6 is done logarithmi-
cally, where the number of discretization points be-
tween a = 1 and a = 10 is the same as the number
of discretization points between a = 10 and a = 100.
Substituting ω = am

0 δ and dω
ω = dδ

δ , we obtain the
following equation:

∫ ∞

0

|ψ̂(ω)|2
ω

dω=
∫ a0

1

{ ∞∑
m=−∞

|ψ̂(am
0 δ)|2

}
dδ

δ
; (7)

where 0 < A ≤ ∑∞ m =−∞|ψ̂(am
0 δ)|2 ≤ B < ∞.

The sum of dilated spectra (SD ) is the name
given to the bounded quantity SD (ψ, a0)(λ) =∑

m =−∞+∞|ψ̂(am
0 δ)|2, and the Frame Property

is the boundary condition. This property is also
employed in inversion. The construction of a new
wavelet can be summarized by the following steps:

1) Optimize the function f (t ) using equation 3 and
obtain the function ψ(t ).

2) Ensure that ψ(t ) meets the admissibility condition
defined in equation 5.

3) Discretize the admissibility condition logarithmi-
cally using equation 7.

4) Ensure that the sum of dilated spectra SD is
bounded between A and B .

5) Apply the frame property to obtain the boundary
condition.

6) Invert the wavelet to obtain the scaling function.

Figure 2 provides a graphical illustration of the steps
involved in constructing a new wavelet ψ using the
admissibility condition and compact support proper-
ties. The construction of such a wavelet is crucial in
computing the Multilevel Wavelet Packet Entropy (ME )
of a signal, which extracts features from the signal s(t )
(defined in para2) using the wavelet ψ and the Wavelet
Packet Decomposition (W PD). The WPD of the signal
s(t ) at different scales ( j , j = 1,2, ..., M) using wavelet ψ
(eq. 4) with the band (n) and surge (k) parameters is
defined as:

d( j ,n)(k) =p
2
∫ ∞

−∞
s(t )ψn(2− j t −k)d t (8)

Multiple entropies are calculated for the signal s(t ),
including energy entropy (eE ), power entropy (pE ), and
slope entropy (sE ). The signal s(t ) is divided into k =
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Signal S(t )

Determine the pattern
f (t ) according to w(t )

Optimize the function using
Least Square Optimization JL

Determine the Coefficients ψ(t )

Wavelet
Properties

Satisfied = ?

Wavelet
Created

Not a
Wavelet

YESNO

Fig. 2: Construction of Wavelet using Least Square
Optimization.

N −m +1 sub-sequences using a window w(t ), where
m is the size of the window (2 < m < N ). The resulting
signal sub-sequences are defined as:

Sk = {sk , sk+1, . . . , sN } (9)

All sub-sequences S1,S2, . . . ,Sk contain m elements.
The Wavelet Packet Decomposition (W PT ) is applied to
each sub-sequence Sk using equation 8, which results
in 2m coefficient nodes at each decomposition level. At
each sub-band, the energy entropy (eE ), power entropy
(pE ), and slope entropy (sE ) are calculated. The W PT
coefficient obtained after decomposition is defined as
the set of all calculated entropy values at all sub-bands.

d( j ,n)(k) =p
2
∫ ∞

−∞
Skψn(2− j t −k)d t (10)

The energy E( j ,n) of the decomposed signal d( j ,n)(k)
at each sub-band is calculated, and the total energy
ET at each level of decomposition is computed using
ET = ∑

n E( j ,n). For each sub-band, the relative energy

Re( j ,n) is defined as Re( j ,n) = E( j ,n)

ET
. Finally, the energy

entropy (eE ) is defined as:

e j
E =−∑

n
Re( j ,n) l n (Re( j ,n)) (11)

Similarly, the power entropy (pE ) is calculated as

p j
E =−∑

n
Rp( j ,n) ln (Rp( j ,n)) (12)

Fig. 3: Wavelet Packet Decomposition of signal s(t ) at
level 3.

The slope S( j ,n) of decomposed signal d( j ,n)(k) is
calculated for each sub-band. Let S1, S2, . . . , Sk be
obtained at scale ( j ,n) and contain m elements, such
as S1 = {s1, s2, . . . , sm}. Subtract the two adjacent sub-
sequences to create new k sub-sequences Hk and is
defined as

Hk = {hk ,hk+1, . . . ,hN−1} (13)

Hk contains m −1 elements with hk = sk+1 − sk . Two
thresholds Th1 and Th2 are determined and compared
to all the sequences obtained from eq. 13 with different
combinations of Th1 and Th2 (−Th2, −Th1, Th1, and Th2)
and form new sequence Lk .

Lk =



−2; hk <−Th2

−1; −Th2 < hk <−Th1

0; −Th1 < hk < Th1

1; Th1 < hk < Th2

2; hk > Th2

(14)

Following the comparison, the new sequence is de-
fined as

Lk = {lk , lk+1, . . . , lN−1} (15)

The Lk sequence contains five distinct values in it
(-2, -1, 0, 1, and 2). Different combinations are formed
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g = 5m−1. And each type of combination is referred to
as r1,r2, . . . ,rg , with frequency Rs . It calculates each
type of combination at each level of decomposition
( j ,n). For example, when m = 4, there will be 125
Lk combinations, such as {−2,−2,−2}, {−2,−2,−1}, . . .,
{0,0,0}, {0,0,1}, . . ., {2,2,1}, {2,2,2} and is defined as

Rg
s( j ,n) =

rg

k
(16)

The Slope Entropy sE is defined as

s j
E =−∑

g
Rg

s( j ,n) l n (Rg
s( j ,n)) (17)

The features of the signal s(t ) are calculated for each
sub-band, and ME is obtained using equation 18. The
resulting matrix is then used as input for the clustering
algorithms that classify the signal. ME is defined as
follows:

ME =



e1, j
E p1, j

E s1, j
E

e2, j
E p2, j

E s2, j
E

...
...

...

eN , j
E pN , j

E sN , j
E

 (18)

The feature matrix ME is then passed to various
clustering algorithms for signal classification. The clus-
tering algorithms used in this study include DBSCAN,
Agglomerative, Fuzzy-C Means, Mean-Shift, BIRCH, and
Gaussian Mixture Model. These algorithms are defined
in equations 19, 20, and 21.

JF =
K∑

i=1

n∑
j=1

µm
i , j ||M

j
E − Ai ||2 (19)

JM = 1

nhd

N∑
n=1

k

(
ME −ME(i )

h

)
(20)

Q(θ∗,θ) =
N∑

n=1

K∑
k=1

γ(znk )[lnπk + lnN (xn |µk ,Σk )] (21)

Statistical analysis is performed to compare the re-
sults of different wavelet-based clustering techniques.
The performance of the techniques is evaluated using
various metrics, including the silhouette measure (Sm),
the Jaccard similarity index (J ), the Rand Index (R), and
the Area under the ROC Curve (AUC ).

The Sm is calculated using Cohesion and Separation.
It is used to ensure that data in a cluster is compact
and tight. The clustering algorithm with the highest Sm

and the lowest SSE is chosen as the best method. The
sum of Cohesion and Separation is SSE . If a is the
cohesion value and b is the separation value, then Sm

is calculated as follows:

Sm = b −a

max(b, a)
(22)

The Sm result is determined by: −1 (very poor clus-
tering), 0 (good clustering with room for improvement),
and 1. (clustering is very good). The labels are assigned

to different data points. They calculate the Jaccard
similarity index (J ). To compare the results, various pa-
rameters are used. T N : data points from the same class
but from different clusters. T P : Data points belonging
to the same class and cluster. F N : Data points in the
same class but in different clusters, F P : Data points in
the same class but in the same cluster. Table I displays
the confusion matrix for the given data. The F-score (F ),
Precision (P ), Accuracy (A), and J are then calculated.

TABLE I: Confusion matrix

Class 1 Class 2

Positive True positive False positive
Prediction (TP) (FP)
Negative False negative True negative
Prediction (FN) (TN)

J = T P

T P +T N +F P +F N
P = T P

T P +F P

A = T P +T N

T P +T N +F N +F P
F =2× P ×S

P +S

(23)

The Rand Index (R) is used to compare the similari-
ties of clustering algorithms.

R = T P +T N

T P +T N +F P +F N
(24)

The Area under the ROC Curve (AUC ) measures the
binary classifier’s performance. It displays the classifier
model’s performance. The curve represents the rela-
tionship between the True Positive Rate and the False
Positive Rate. Sensitivity (S) is the ratio of true positives
out of positive conditions, while Specificity (SP ) is the
ratio of false positives out of negative conditions. The
AUC is calculated as follows.

S = T P

T P +F N
SP = T N

F P +T N
(25)

III. RESULT AND DISCUSSION

WaveClust’s performance is evaluated and compared
with existing methods using a dataset of 48 ECG signals
[63, 64], consisting of 25 normal and 23 abnormal
ECG signals. The pre-processing of the signal is done
to remove the DC components from the signal [65 -
66], and W PT is applied to the newly obtained signal,
decomposed to level 5.

Three types of entropies e j
E , p j

E , and s j
E are used as

the features of the ECG signals. The combination type
m is set to 4, and the threshold parameters Th1 and Th2

for the s j
E entropy are set to 0.40 and 0.80, respectively.

The number of classes c is set to 2 for all clustering
algorithms, and a window size of 8000 is found to be
best suited for ECG signal clustering.

Different wavelets such as haar , db2, db4, db8,
coi f 4, s ym4, bi or 2.8, and WaveClust wavelet are used
with different window sizes 100, 500, 1000, 5000, 8000,
10000, 20000, and 50000, and their sensitivity is cal-
culated and compared. Figure 4 shows the sensitivity
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with different window sizes. The average sensitivity for
different clustering algorithms for the window size 8000
with the mentioned wavelets is as follows: 0.9264 for
haar , 0.9668 for db2, 0.9687 for db4, 0.8958 for db8,
0.9411 for coi f 4, 0.9471 for s ym4, 0.9543 for bi or 2.8,
and 0.9845 for WaveClust wavelet.

Fig. 4: Sensitivity value using different Wavelets with
different window sizes to cluster ECG Signals using
WaveClust.

Different parameters are employed to compare the
performance of clustering algorithms. One such param-
eter is the Sm score, which is used to determine the
optimal number of clusters for data clustering. In this
study, the Sm score is calculated for 2, 3, 4, 5, and 6
clusters, resulting in scores of 0.8994, 0.5675, 0.5580,
0.3827, and 0.3681, respectively. Among these scores,
the Sm value for 2 clusters is found to be the highest,
indicating that the clustering algorithm performs best
when the data is divided into two clusters.

Fig. 5: Sm score with different number of clusters.

Figure 6 displays the overall accuracy of WaveClust
with different wavelets. Among the clustering algo-
rithms used, FC M performs the best. The accuracy
of FC M with various wavelets including H aar +FC M ,
db2 + FC M , db4 + FC M , db8 + FC M , coi f 4 + FC M ,
s ym4+FC M , bi or 2.8+FC M , and W aveC lust +FC M
are 90.32 %, 96.70 %, 96.80 %, 84.26 %, 93.47 %, 94.68
%, 94.68 %, and 98.94 % respectively.

The graph in Figure 7 displays the AUC scores for
various wavelets used in ECG signal clustering. The
WaveClust wavelet yields the highest AUC of 0.9756,
while the db8 wavelet yields the lowest AUC of 0.7333.
The values of J , R, and F −1 for different combinations
of wavelets and clustering algorithms are provided in
the appendix section (see Table II). According to the
table, the FCM clustering algorithm outperforms the
others in terms of classifying ECG signals across all
wavelets. The average J value for clustering algorithms

Fig. 6: WaveClust Accuracy with different existing
Wavelets and Clustering Algorithms to classify the ECG
signals.

with haar , db2, db4, db8, coi f 4, s ym4, bi or 2.8, and
WaveClust wavelets is 0.8110, 0.9077, 0.9226, 0.7261,
0.8571, 0.8794, 0.8973, and 0.9494, respectively. The
highest J value is achieved with the WaveClust wavelet,
followed by db4 and db2. Similarly, the average R
value for clustering algorithms with haar , db2, db4,
db8, coi f 4, s ym4, bi or 2.8, and WaveClust wavelets is
0.8735, 0.9404, 0.9464, 0.8095, 0.8988, 0.9107, 0.9241,
and 0.9687, respectively.

In addition, the sensitivity and accuracy of WaveClust
are compared with existing methods, such as SVM
[67], ANN+PSO+FFNN [48], U-Net [68], KNN [69], CNN
[47], and Shape+Feature [45]. The sensitivity of Shape
and Feature, CNN, ANN+PSO+FFNN, U-Net, KNN, and
WaveClust is 98.35, 95.47, 92, 92.81, and 98.94, re-
spectively. The accuracy of Shape and Feature, CNN,
ANN+PSO+FFNN, U-Net, KNN, SVM, and WaveClust
is 97.94, 98.25, 93.60, 98.49, 96.26, 96.00, and 98.94,
respectively.

Fig. 7: FCM Clustering AUC with different Wavelets.

IV. CONCLUSION

In this paper, we propose WaveClust, a new approach
to identify patterns in TS data. The method uses multi-
level WPE to extract features and identify patterns in
TS data. WaveClust clusters TS data using WEC. It
solves the limitations of the state-of-art WEC tech-
nique. WaveClust uses WST with entropy. It provides
a systematic and rigorous mathematical framework. It
creates wavelets tailored to the type of signal under
consideration. It also ensures all wavelet properties.
These are orthogonality, scaling properties, compact
support, and perfect reconstruction. LSO optimizes the
constructed wavelet. Further, the constructed wavelet
decomposes the TS data using WPT. It extracts entropy
features at each decomposition level of the TS data. It
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then obtains a wavelet coefficient matrix, representing
the data on a new basis. Clustering algorithms classify
this coefficient matrix. The resulting clusters identify
data points with similar characteristics or patterns.

Researchers tested the efficiency of WaveClust with
classical clustering algorithms. They also compare the
results with existing wavelets and established methods.
The results demonstrated that WaveClust outperformed
established methods. It achieves better sensitivity and
accuracy. The findings suggest that WaveClust can iden-
tify patterns in TS data. It can be a valuable tool in
various applications where PR task is essential. These
are image and signal processing, bioinformatics, and
finance. Future work on WaveClust can involve testing
it on real-world datasets. Further, it can aid its potential
applications in diverse fields.
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APPENDIX

TABLE II: ECG Clustering performance comparision using W aveC lust with different existing wavelets.

Wavelets Statistics K-means DBSCAN Hierarchy Mean Shift BIRCH FCM Gaussian mixture Average
H

aa
r

P 0.90 0.90 0.94 0.93 0.94 0.94 0.94 0.93
S 0.90 0.90 0.92 0.95 0.93 0.95 0.93 0.93

Acc 0.82 0.82 0.86 0.89 0.88 0.90 0.88 0.86
SP 0.38 0.53 0.62 0.54 0.55 0.38 0.44 0.49
F 0.90 0.90 0.93 0.94 0.93 0.95 0.94 0.93
J 0.78 0.74 0.79 0.82 0.82 0.88 0.84 0.81
R 0.83 0.83 0.88 0.90 0.89 0.91 0.89 0.87

d
b

2

P 0.96 0.98 0.95 0.98 0.98 0.98 0.98 0.97
S 0.98 0.96 0.97 0.96 0.98 0.99 0.95 0.97

Acc 0.94 0.94 0.91 0.94 0.96 0.97 0.93 0.94
SP 0.33 0.60 0.29 0.60 0.71 0.71 0.50 0.54
F 0.97 0.97 0.96 0.97 0.98 0.98 0.96 0.97
J 0.92 0.91 0.90 0.91 0.91 0.92 0.91 0.91
R 0.94 0.94 0.92 0.94 0.96 0.97 0.93 0.94

d
b

4

P 0.98 0.97 0.96 0.98 0.98 0.99 0.98 0.97
S 0.97 0.98 0.97 0.96 0.96 0.98 0.98 0.97

Acc 0.95 0.95 0.93 0.94 0.94 0.97 0.96 0.95
SP 0.50 0.57 0.33 0.50 0.50 0.67 0.50 0.51
F 0.97 0.97 0.96 0.97 0.97 0.98 0.98 0.97
J 0.93 0.91 0.91 0.92 0.92 0.95 0.94 0.92
R 0.95 0.95 0.93 0.94 0.94 0.97 0.96 0.95

d
b

8

P 0.87 0.86 0.85 0.84 0.91 0.91 0.87 0.87
S 0.90 0.87 0.86 0.97 0.86 0.91 0.90 0.90

Acc 0.79 0.76 0.74 0.82 0.80 0.84 0.79 0.79
SP 0.47 0.42 0.37 0.36 0.53 0.50 0.47 0.45
F 0.88 0.86 0.85 0.90 0.89 0.91 0.88 0.88
J 0.72 0.70 0.69 0.75 0.73 0.78 0.72 0.73
R 0.81 0.78 0.76 0.83 0.81 0.85 0.81 0.81

co
if

4

P 0.95 0.94 0.93 0.94 0.94 0.98 0.94 0.95
S 0.93 0.94 0.93 0.94 0.95 0.96 0.93 0.94

Acc 0.89 0.89 0.87 0.89 0.90 0.93 0.88 0.89
SP 0.43 0.55 0.25 0.50 0.44 0.67 0.44 0.47
F 0.94 0.94 0.93 0.94 0.95 0.97 0.94 0.94
J 0.86 0.83 0.85 0.84 0.86 0.90 0.84 0.86
R 0.90 0.90 0.88 0.90 0.91 0.94 0.89 0.90

sy
m

4

P 0.96 0.95 0.98 0.93 0.94 0.98 0.95 0.96
S 0.96 0.93 0.92 0.97 0.93 0.97 0.95 0.95

Acc 0.91 0.89 0.90 0.90 0.88 0.95 0.91 0.91
SP 0.33 0.50 0.60 0.40 0.29 0.50 0.50 0.45
F 0.96 0.94 0.95 0.95 0.94 0.97 0.95 0.95
J 0.90 0.85 0.88 0.86 0.86 0.93 0.88 0.88
R 0.92 0.90 0.91 0.91 0.89 0.95 0.92 0.91

b
io

r2
.8

P 0.98 0.93 0.98 0.95 0.98 0.98 0.97 0.96
S 0.97 0.97 0.91 0.96 0.95 0.97 0.97 0.95

Acc 0.95 0.90 0.89 0.91 0.92 0.95 0.93 0.92
SP 0.67 0.33 0.33 0.17 0.60 0.50 0.57 0.45
F 0.97 0.95 0.94 0.95 0.96 0.97 0.97 0.96
J 0.91 0.88 0.89 0.90 0.90 0.93 0.90 0.90
R 0.95 0.91 0.90 0.91 0.93 0.95 0.94 0.92

W
av

eC
lu

st

P 0.99 0.98 0.97 0.98 0.98 1.00 0.99 0.98
S 0.99 0.97 0.98 0.99 0.99 0.99 0.99 0.98

Acc 0.98 0.95 0.95 0.97 0.97 0.99 0.98 0.97
SP 0.67 0.50 0.40 0.50 0.50 1.00 0.67 0.60
F 0.99 0.97 0.97 0.98 0.98 0.99 0.99 0.98
J 0.96 0.93 0.93 0.95 0.95 0.98 0.96 0.95
R 0.98 0.95 0.95 0.97 0.97 0.99 0.98 0.97

*Note: P = Precision, S = Sensitivity, Acc = Accuracy, SP = Specificity, F = F-1 Score, J = accard similarity index, R = Rand Index.
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