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Abstract

Deep neural networks are commonly used for medical purposes such as image generation, segmentation, or classification. Besides
this, they are often criticized as black boxes as their decision process is often not human interpretable. Encouraging the latent
representation of a generative model to be disentangled offers new perspectives of control and interpretability. Understanding the
data generation process could help to create artificial medical data sets without violating patient privacy, synthesizing different
data modalities, or discovering data generating characteristics. These characteristics might unravel novel relationships that can
be related to genetic traits or patient outcomes. In this paper, we give a comprehensive overview of popular generative models,
like Generative Adversarial Networks (GANs), Variational Autoencoders (VAEs), and Flow-based Models. Furthermore, we
summarize the different notions of disentanglement, review approaches to disentangle latent space representations and metrics
to evaluate the degree of disentanglement. After introducing the theoretical frameworks, we give an overview of recent medical
applications and discuss the impact and importance of disentanglement approaches for medical applications.
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Abstract

Deep neural networks are commonly used for medical purposes such as image genera-
tion, segmentation, or classification. Besides this, they are often criticized as black boxes
as their decision process is often not human interpretable. Encouraging the latent repre-
sentation of a generative model to be disentangled offers new perspectives of control and
interpretability. Understanding the data generation process could help to create artificial
medical data sets without violating patient privacy, synthesizing different data modalities,
or discovering data generating characteristics. These characteristics might unravel novel
relationships that can be related to genetic traits or patient outcomes. In this paper, we
give a comprehensive overview of popular generative models, like Generative Adversarial
Networks (GANs), Variational Autoencoders (VAEs), and Flow-basedModels. Furthermore,
we summarize the different notions of disentanglement, review approaches to disentangle
latent space representations and metrics to evaluate the degree of disentanglement. After
introducing the theoretical frameworks, we give an overview of recent medical applica-
tions and discuss the impact and importance of disentanglement approaches for medical
applications.

Keywords: Generative Models, Disentanglement, Representation Learning, Medical
Applications

Introduction
Medical image analysis is a key concept for diagnos-
ing diseases and creating or evaluating individual pa-
tients’ treatment plans. For that purpose, deepneural
networks are already used for image generation, clas-
sification, or segmentation tasks [Goodfellow et al.,
2014; Simonyan and Zisserman, 2015; Ronneberger
et al., 2015]. While being successful, there are still
some drawbacks. Often a huge amount of labeled,
clean and complete data is needed, prediction pro-

cesses of neural networks are often difficult to fol-
low, shortcut learning distorts predictions and gen-
eralization tasks are cumbersome, to only mention a
few challenges. But deep learningmodels themselves
can help to overcome these issues. With generative
models, syntheticmedical data sets could be created,
offering access to faithful and task-specific data sets
without violating patients’ privacy and avoiding elab-
orated and error-prone manual data labeling. Fur-
thermore, a human interpretable latent space repre-
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sentation gives rise to various opportunities. Next to
automatically generating labeled data, it allows find-
ing patterns in the data that can be used to character-
ize andquantify normal andpathological changes. In
turn, these patterns can be related to genetic traits,
patient outcomes and used to guide therapy. Fur-
thermore, generativemodels can be used to deal with
missing data and create different modalities from
given scans. These predicted scans, here denoted
as virtual images, could offer a time-efficient way to
obtain more information about the patient’s condi-
tion, without exposing the patient to further radia-
tion and the stress of the image acquisition. While
these challenges are partially addressed successfully
by deep generative neural networks, a major draw-
back remains. The decision process is often in-
tractable and, therefore, neural networks are often
criticized as black boxes [Egger et al., 2021] or, as we
envision it, as Gordian Knot, which could be solved
exploring and disentangling the data representation
hidden in the internal states of the neural networks.
A key concept, therefore, is a human interpretable
and manageable latent space representation of gen-
erative models. More technically, this is described as
disentanglement. This term lacks a uniform defini-
tion, but, in general, it is about controlling the seman-
tic changes in the data, with respect to their internal
representation in the network. In recent years, there
has been a surge of interest in this area of research.
A highly recommended tutorial by Liu et al. [2021a]
and a publication of Locatello et al. [2020] give a good
overview. Nevertheless, this field is growing so fast
and offers many possibilities, thus, we also give an
overview and focusmore onmedical applications. In
general, we would like to address the following ques-
tions:
1. What is a disentangled representation of a gener-

ative model?

2. Which methods exist to encourage a disentan-
gled latent representation?

3. What is the added value for medical applica-
tions?

4. How to evaluate the degree of disentanglement?

5. What future medical applications can benefit
from disentanglements?

We start with an introduction of our used notation
andabbreviations. Thenwe introduce the ideasof the
most popular generative models: Generative Adver-
sarialNetworks (GANs) [Goodfellowet al., 2014], Vari-
ational Autoencoders (VAEs)[Kingma and Welling,
2014] and Flow-based Models [Dinh et al., 2015].
Next, we give an overview of several theoretical defi-
nitions of disentanglement, consider different meth-
ods trying to achieve this, and give an overview of
metrics to evaluate the degree of disentanglement. In
the end, we systematically review medical applica-
tions of disentangled representations.

Notation

In the following tables we give an overview about the
usednotationsandabbreviations in thispaper. Equa-
tions are numbered only when they are referenced.
Symbol Description

X , Z random variables
x, z values of the random variables X , Z

x(i ), i = 1,..,N i-th data point, where N denotes the
number of samples

X set of all data points
p(X ) distribution of the random variable X

p(x) short notation for the evaluated
density function of the distribution of
the random variable X , P (X = x)

pθ, qφ true distribution/model distribution,
the index denotes the parameters
describing the distribution, e.g. for a
normal distribution θ would contain
mean and variance

Ez∼q(Z )p(z) expected value of the density p(z)
where z is sampled from q(Z )

Z latent space
d latent space dimension
zi i-th dimension of the latent space

vector
K ground truth space dimension
g ground truth vector

enc,dec encoder, decoder
D,G discriminator and generator network
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AbbrevationMeaning
CIFC Cross Image Feature Consis-

tency Error
CGAcc Conditional Generation Accu-

racy
CNN Convolutional Neural Network
CNR Contrast-to-Noise-Ratio
DCI Disentanglement, Informative-

ness, Completeness Metric
DNN Deep Neural Network
ELBO Evidence Lower Bound
ENL Equivalent Number of Looks
FID Frechet Interception Distance
GAN Generative Adversarial Network
IS Interception Score
K L Kullback-Leibler-Divergence,

see Appendix 7.2
MIG Mutual Information Gap
MTM Manifold TopologyMetric
PPL Perceptual Path LengthMetric
SAP Separated Attribute Predictabil-

ity Metric
SSIM Structural Similarity Index
TC Total Correlation
UDR Unsupervised Disentanglement

Ranking
VAE Variational Autoencoder

1 Generative Models
Machine learning methods can be divided into two
types: generative and discriminative methods. Dis-
criminative models yield good results for image clas-
sification or segmentation tasks [Ronneberger et al.,
2015]. These models directly predict the probabil-
ity that a given data point x belongs to a class y ,
thus p(y |x). Unlike standard classification or seg-
mentation networks, the goal of generative models
is not to produce some label or prediction from an
input x. Instead, they learn to model the distribu-
tion of the inputs themselves, p(X ). The approxi-
mated distribution q(X ) ≈ p(X ) can then be used to
create new data samples, perform generative classi-
fication, outlier detection, and more. To be able to
model such a complex and high-dimension distribu-
tion, almost all generativemodelsmake use of the so-
called reparametrization trick. Thismeans, insteadof
parameterizing q(X ) directly, it is expressed in terms

of a parameterized transformation fθ between q(X )
and the latent spaceZ , which has a known latent dis-
tribution p(Z ) prescribed. The goal of training is then
tofind such a transformation, representedby thenet-
work, that q(X ) that is obtained from transforming
the latent distribution is as close as possible to the
true distribution p(X ). In this context the following
nomenclature is usually applied:

• p(Z)→ prior distribution:
If we do not know anything about the data we
want to know how likely is the unobserved vari-
able value z? Hence, it describes the distribution
of the latent space Z without consideration of
thedata, thusbeforeknowinganythingabout the
dataX .

• p(X|Z)→ likelihood distribution:
The likelihood p(X |Z ) describes the distribution
of X if we already know Z . This means how likely
is a value x if we assume Z to have a specific
value?

• p(Z|X)→ posterior distribution:
Theposterior p(Z |X ) is thedistributionof Z , ifwe
know X .

• p(X)→ evidence distribution:
p(X ) is the data distribution, which is denoted as
evidence.

In general, three types of generative models are used
in practice:

• Generative Adversarial Networks (GANs);

• Variational Autoencoder (VAEs);

• Flow-basedModels.

Their latent code can also be used for downstream
tasks in the context of representation learning or
transfer learning.

1.1 Generative Adversarial Network

A Generative Adversarial Network (GAN) consists of
two neural networks, a generator, and a discrimina-
tor, see Figure 1. Given an input image the discrimi-
nator should return the probability that this input is a
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sample from the true data distribution or not. This is
done bymaximizing:

max
D

log(D(x))+ log(1−D(x̂))

where x are real data and x̂ is generated by themodel.
Thus, by maximizing this term real data x gets a high
probability D(x) and generated data x̂ get a low prob-
ability D(x̂). This enables us for unseen data to de-
cide whether they are from the same distribution or
not. But we want to be able to generate new sam-
ples from this distribution, not only decide if existing
samples are probably drawn from the same distribu-
tion or not. Therefore, the second network, the gen-
erator G, is needed. This network generates the data
G(z) = x̂ from a latent space input z ∈ Z and tries to
fool the discriminator network. Thus, it learns to gen-
erate data points x̂ which have a high probability to
be a sample from the data distribution. Therefore, G
learns to generate samples from a distribution q(X )
which approximates the true data distribution p(X ).
This is done byminimizing:

min
G

log(1−D(G(z)))

As the name Generative Adversarial Network im-
plies, training these both networks together results
in an adversarial optimization process, also denoted
as minmax game, which includes the expected value
about all training data points:

V (D,G) = min
G

max
D

Ex∼p(x)[log(D(x))]

+Ez∼p(z)[log(1−D(G(z))]

This minmax game is equivalent to minimize the
Jensen-Shannon-Divergence of the real data distri-
bution p(X ) and their approximation from the gen-
erator network q(X ), see Appendix 7.3. While these
GAN approaches receive really good image quality
for the generation of new samples, they suffer from
training instabilities. This can be avoided by replac-
ing the Jensen-Shannon-Divergencewith theWasser-
steinmetric [Arjovsky et al., 2017].
An often applied extension of the GAN network is the
CycleGAN [Zhu et al., 2017]. This network is used for
a specific kind of image generation, known as image-
to-image translation, e.g. translation of a summer
landscape to itswinter version. Therefore, CycleGAN
consists of two generators and two discriminators.

Latent Space

Generator

Generated DataReal Data

Discriminator

Probability: Input was real or generated

Figure 1: Generative Adversarial Network

1.2 Variational Autoencoder

Like Generative Adversarial Networks, Variational
Autoencoders consist of two jointly trained neural
networks, the encoder, and the decoder. The encoder
maps the input data x(i ) onto a latent space represen-
tation, which is taken to be the expected value of the
posterior distribution p(Z |X = x(i )). A sample from
this distribution is the input for the decoder which
returns the expected value of the likelihood distribu-
tion p(X |Z = z). A combination of these two den-
sity functions describing these distributions builds a
lowerboundof the valueof thedensity functionof the
evidence distribution:

log(p(x(i ))) ≥ Ez∼qφ(Z |x(i ))

(
log(pθ(x(i )|z))

)
−K L

(
qφ(Z |x(i ))||p(Z )

) (1)

This bound is known as ELBO (Evidence Lower
Bound). The first term on the right-hand side is of-
ten referred to as a kind of a reconstruction error and
the second term is the Kullback-Leibler-Divergence,
a measure for the difference of the two distribu-
tions. The derivation of (1) and the definition of the
Kullback-Leibler-Divergence can be found in the Ap-
pendix 7.2.
This bound ismaximized for every data pointwith re-
spect to the distribution describing parameters θ and
φ. Therefore, the resulting loss function L(θ,φ) is de-
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fined as:

L(θ,φ) :=
N∑

i=1
Ez∼qφ(Z |x(i ))

(− log(pθ(x(i )|z))
)

+K L
(
qφ(Z |x(i ))||p(Z )

) (2)

Thereby, to sample from the distribution p(Z |x)
KingmaandWelling [2014] introduceda reparameter-
ization trick. For the univariateGaussian case, a sam-
ple z ′ is taken as:

z ′ = z +σε

where ε∼N (0,1), σ is the variance of p(Z |x) and z the
output of the encoder.

Input Data

Encoder

Parameter of the distribution q(z|x)

Decoder

Parameter of the distribution p(x|z)

Figure 2: Variational Autoencoder consist of twoneural net-
works, the encoder and the decoderwhich learn the param-
eters of the posterior and likelihood distribution.

1.3 Normalizing Flows

Normalizing flows follow a similar approach as VAEs:
They learn a bi-directional mapping between data
space and latent space in order to parameterize the
data distribution pθ(X ). The main difference is that
the network f representing this transformation is ex-
actly invertible (a diffeomorphism to be precise), and
has a tractable Jacobian determinant. Therefore, the
encoder and decoder can be represented by the same
network, see Figure 3, which can simply be inverted
depending on whether decoding or encoding is re-
quired. Separate complementary encoder and de-

coder networks are no longer needed. This has both
profound theoretical and practical implications.
The effective differences come from the fact that

the invertibility and the Jacobian determinant avoid
the problem of pθ(X ) being intractable to compute
exactly. This greatly simplifies the loss function and
training procedure, and avoids the artifacts associ-
ated with VAEs, as explained below. To provide some
necessary mathematical background, the Jacobian
matrix J is a matrix containing the partial derivatives
of all network output dimensions with respect to all
input dimensions:

Ji j = ∂ fi

∂x j
(3)

For a bijective function f , the number of input di-
mensions will be equal to the number of output di-
mensions, so J will be a square matrix. While com-
puting this matrix for standard neural networks is
prohibitively expensive, most existing invertible net-
work architectures provide the determinant detJ for
a low computational cost or for free, due to special-
ized architectures. Using the Jacobian determinant,
the density pθ(x) expressed by themodel can be com-
puted from the prescribed latent distribution p(Z ),
generally a standard normal, by simple application of
the change-of-variables formula:

pθ(x) = p
(
z= fθ(x)

)
|detJ (x)| (4)

With the model’s probability being able to be com-
puted exactly, it is alsopossible toperformexactmax-
imum likelihood training, which cannot bedonewith
other generative models:

L (θ) :=∑
i
− log pθ(x(i )) (5)

The maximum likelihood loss has been used and
studied extensively for many classical methods and
can be shown to match the model’s density pθ(x) to
the true data distribution p̂(x). To generate new sam-
ples at test time, random latent vectors z∗ can be
sampled from the latent distribution, and be trans-
formed back to the data space by inverting the net-
work: xgenerated = f −1

θ
(z∗).

Comparing the objective in Equation (5) to the cor-
responding VAE loss in Equation (2), it is clear that
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the training procedure of normalizing flows is signifi-
cantly simpler. It does not require the ELBO approxi-
mation, there is no reconstruction loss term – perfect
reconstruction is guaranteed at all times due to in-
vertibility. This is not only conceptuallymore elegant
and direct, but also has practical advantages, such as
avoiding blurry generated images seen in VAEs due
to the reconstruction part of the loss, or the mode-
mixing artifacts that stem from the Gaussian poste-
riors in standard VAEs (explained in greater theoret-
ical detail e.g. by Bousquet et al. [2017]). Compared
to GANs, normalizing flows do not suffer from the
typical problem of mode collapse: with the maxi-
mum likelihood loss, the model is penalized strictly
for missing even small modes of the training data
distribution, an important property for medical and
scientific applications, where unlikely or rare cases
are often the ones of interest. Furthermore, nor-
malizing flows allow likelihood estimation in addi-
tion to generation, and do not require careful tuning
and balancing of the generator and discriminator. Of
course, the advantages described above also come at
a cost, which is mostly of technical nature: invert-
ible neural networks are more restricted in their ar-
chitecture, generally have more parameters, and re-
quire longer to train. The most common invertible
architectures used today are Real-NVP [Dinh et al.,
2016] or GLOW [Kingma and Dhariwal, 2018], both
using so-called affine coupling blocks which repeat-
edly perform affine transformations on subsets of
the variables; the i-ResNet [Behrmann et al., 2019],
which is regularized ResNet that has to be inverted at
test-time using a numerical procedure; and FFJORD
[Grathwohl et al., 2018], which is a specialized version
of neural ODEs [Chen et al., 2018a] for normalizing
flows.

Input Data

Invertible Neural Network

Latent Space

Figure 3: Flow-basedModels are invertibleneuralnetworks.

2 Definition of Disentanglement

In the following, we will concentrate on image data
for simplicity, but several other data modalities can
be considered.
Assuming an image can be generated by a set of
semantic meaningful features, like color, objects,
shapes, etc. If these factors of variations would be
captured in the latent space representation in a sep-
arate, thus disentangled, and interpretable way, the
image generation process becomes understandable
and controllable. The factors of variations are often
denoted as generating factors and their numerical re-
alizations are denoted as ground truth factors. E.g. in
thedSpritesdata set [Mattheyet al., 2017],whichcon-
tains synthetic images of simple shaped objects, see
Section 4.2, a factor of variation is the orientation of
an object. Its numerical realization, thus the ground
truth factor, is a value in the rangeof [0,2π]. Buthowto
check if a representation fulfills this property? Manu-
allyobserving thechangeof theoutputof agenerative
model, while changing parts of the latent space rep-
resentation is ineffective and subjective. Thus, before
evaluating, if a representation is disentangled, a tech-
nical characterization has to be introduced. Different
researchers have attempted to formalize the idea of a
disentangled representation. Current investigations
on a characterization are based on the comparison of
the ground truth factors and the latent space repre-
sentation, seeFigure4. As there isnoagreementupon
a definition, we shortly summarize three approaches
to characterize a disentangled representation, even if
several more exist [Higgins et al., 2018].

Disentanglement, Completeness, Informative-
ness

[Eastwood and Williams, 2018] and [Ridgeway and
Mozer, 2018] simultaneously and independently in-
troduced three characteristics of disentangled rep-
resentations, denoted as disentanglement, complete-
ness and informativeness 1:

1. Disentanglement : One factor of the latent repre-
sentation is only influenced by a change in one
generative factor.

1Ridgeway andMozer [2018] denoted these characteristics as
modularity, compactness and explicitness.
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Figure 4: Assuming that the image is generated fromground
truth factors by a generating process. This image is an input
for the deep learningmodel, which allocates a latent repre-
sentation to it. Comparing the ground truth realizationand
the latent code on the bottom: In the ground truth, the rota-
tion is parameterized by the angle (marked red), thus with
one dimension of the latent space. In the latent space code,
rotation is representedwith the si n and cos values (marked
red), thus, with two dimensions of the latent space. This ex-
ample is taken from [Ridgeway andMozer, 2018].

2. Completeness: One generative factor is only sen-
sitive to a change in one latent code dimension.

3. Informativeness: The amount of information
capturedby the latent code representation about
the factors of variation.

AlsoSepliarskaiaet al. [2021]denote these threeprop-
erties as the characteristics to define a disentangled
representation. Thereby, the completeness charac-
teristic is sometimes assumed to be not as important
as the other ones, see Section 6.

Informativeness, Separability, Interpretability

The authors Do and Tran [2021] suggest a slightly dif-
ferent notion of disentanglement, based on informa-
tion theory, with three criteria:

1. Informativeness: The mutual information be-
tween the data x and a latent code zi should be
high, where zi could contain more than one di-
mension.

2. Separability and Independence: Themultivariate
mutual information between data x and two fac-
tors zi and z j should be zero. This means that

zi and z j do not contain any redundant informa-
tion about x.

3. Interpretability: The entropy of zi , the entropy of
gk , which denotes a ground truth factor, and the
mutual information between zi and gk should be
the same.

Consistency and Restrictiveness

The authors of [Shu et al., 2020] describe the proper-
ties a disentangled representation should fulfill as:

1. Consistency: When one latent factor is fixed,
the corresponding factor of variation does not
change in the output.

2. Restrictiveness: While changing one latent factor
and leaving all others fixed, only the correspond-
ing factor of variation changes in the output.

All these definitions are characterizations of com-
pletely disentangled representations, with respect to
certain known ground truth factors. Furthermore,
these ground truth factors are assumed to be inde-
pendent of each other. In practice, underlying factors
of variation are often correlated and unknown. And
even for known ground truth factors, the realizations
can be different [Duan et al., 2019], e.g. the factor of
variation describing the rotation can be represented
with different numerical values and dimensions, see
Figure 4. This is problematic for evaluating thedegree
of disentanglement, even if ground truth factors are
known, see Section 4.

3 Disentanglement Approaches

Considering the latent space representations of GAN,
VAE, or Flow-based methods, there exist model-
agnostic and model-dependent attempts to encour-
age the latent space representation to be disentan-
gled:

1. Training the model as usual and change the re-
sulting latent space representation [Esser et al.,
2020; Ren et al., 2021].

7



2. Modify themodel loss function, with a:

• Model-agnostic approach [Peebles et al.,
2020];

• Model-dependent modification [Higgins
et al., 2017; KimandMnih, 2019; Chen et al.,
2016].

As sometimes only specific factors want to be disen-
tangled, another popular strategy is:

3. Train two networks simultaneously, one to learn
onepartof the factorsof interest andanotherone
to learn the remaining part [Ben-Cohen et al.,
2019],

whichoftenneeds somekindof supervision. Further-
more, the basic ideas to achieve a disentangled rep-
resentation vary by the network’s architecture, as we
will see in the following section.

3.1 UnsupervisedModels

The best known disentanglement models are β-VAE
[Higgins et al., 2017] and InfoGAN [Chen et al., 2016],
but several more exists. We divide the reviewedmod-
els into VAE-based, GAN-based, Flow-based, and
model agnostic disentanglement approaches. An
overview of all models and a timeline of the publica-
tions can be found in Figure 5 and Table 1.

3.1.1VAE-based Approaches

β-VAE

The β-VAE, introduced by [Higgins et al., 2017], is
a Variational Autoencoder whose loss function is
slightly modified with a parameter β > 1. This pa-
rameter gives more weight to the Kullback-Leibler-
Divergence term in the original ELBO, see Equation
(1), and therefore, the new loss function is defined as:

L(θ,φ) :=
N∑

i=1
Ez∼qφ(Z |x(i ))

(− log(pθ(x(i )|z))
)

+βK L
(
qφ(Z |x(i ))||p(Z )

)
As the prior distribution p(Z ) is usually assumed to
be a factorized standard normal distribution, thus,
p(Z ) =

d∏
i=1

p(Zi ), where all p(Zi ) are standard nor-

mal distributions of the i − th dimension of a latent

unsupervised
models

VAE

β VAE
Factor VAE
TC VAE

Mixed Implizit
Autoencoder

GAN
InfoGAN
StyleGAN
InfoGAN-CR

Flow GIN
GlowIN

model
independent

Hessian Penalty
DisCo

Figure 5: Overview of the reviewed unsupervised ap-
proaches.

space representation. This modification should en-
courage the latent space factors Zi to become inde-
pendent, as theKullback-Leibler-Divergence encour-
ages the posterior q(Z |x(i )) to get closer to this dis-
tribution. While this approach successfully encour-
ages the latent space to be disentangled the recon-
struction of images gets worse. Up to the authors of
[Kim andMnih, 2019] this phenomenon appears be-
cause the Kullback-Leibler-Divergences contains the
mutual informationbetween X and Z , as it canbede-
composed as follows:

1

N

N∑
i=1

K L(qφ(Z |x(i ))||p(Z )) = I (X , Z )+K L(qφ(Z )||p(Z ))

where I (X , Z ) denotes the mutual information be-
tween the random variables X and Z , see Appendix
7.1, and:

qφ(Z ) = 1

N

N∑
i=1

qφ(Z |x(i ))

Thus, weighting the KL termmore decreases themu-
tual information between X and Z , and the latent
space representation z cannot store as much infor-
mation about x as before. They assume the second
part to be responsible for the success of the β-VAE,
with respect to the degree of disentanglement, and
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TABLE 1 Timeline: Generative Models and Metrics.
The timeline considers the first online version we
found, not correlatedwith theversionwhichwecited.

InfoGAN • 2016 •

β VAE • • Z-diff

FactorVAE • 2017 • Z-min Var

• • SAP

TCVAE • 2018 • MIG

• • DCI

Implicit Autoencoder • • PPL

StyleGAN • •

InfoGAN-CR • 2019 • UDR

GIN • 2020 • MMT

Hessian Penalty • • CIFC

DisCo • 2021 •

GlowIn • •

that the decreased mutual information is the reason
for the reductionof the reconstructionquality. There-
fore, they introduce amodel avoiding the decrease of
themutual information, the FactorVAE.

FactorVAE

The FactorVAE [Kim and Mnih, 2019] is also a Vari-
ational Autoencoder with a modified loss function.
As mentioned before the authors want to avoid a de-
creasing reconstruction quality while encouraging a
disentangled latent space representation, see Section
3.1.1. They want the posterior distributions to be-
come independentwithout penalizing themutual in-
formation between the latent space representation z
and the data input x. Therefore, they use the normal
ELBO, see Equation (1), while adding a regularization

term and, thus, obtain the following loss function:

L(θ,φ) = 1
N

N∑
i=1

[
Eqφ(Z |x(i ))(− log pθ(x(i )))

+K L(qφ(Z |x(i ))||p(Z ))
]

+γK L( 1
N

N∑
i=1

qφ(Z |x(i ))||q̄(Z ))

where x(i ), i = 1, .., N denotes a data point, γ a constant
and N the number of samples and:

q̄(Z ) :=
d∏

j=1
qφ(Z j )

with the latent space dimension d and qφ(Z j ) =
1
N

N∑
i=1

qφ(Z j |x(i )). The term K L
( 1

N

N∑
i=1

qφ(Z |x(i ))||q̄(Z )
)
is

known as Total Correlation.
As it is difficult to sample from complex distributions

q̄(x) or 1
N

N∑
i=1

qφ(Z |x(i )) the authors try a different ap-

proximation approach, using the density ratio trick.
To compute the Total Correlation they introduce a
discriminatorD returning the probability that the in-

put z wasan sample from 1
N

N∑
i=1

qφ(Z |x(i ))or q̄(Z ). They

also introduce a metric, which we denote as Factor
metric, see Section 4.

β-TCVAE

In [Chen et al., 2018b], they follow the same idea as
Kim and Mnih [2019] assuming that the Total Corre-
lation is the source of a disentangled representation.
Hence, they introduce a uniformly distributed ran-
dom index variable n ∈ {1,2, ..., N } with respect to the
data points x(n) of the entire data set. Then posterior
q(Z |x(n)) = q(Z |n) stays the same. The joint distribu-
tion of Z and n is given as:

q(Z ,n) = q(Z |n)p(n) = 1

N
q(Z |n)

Then they decompose the expected value of the
Kullback-Leibler-Divergence with respect to the dis-
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tribution p(n) into three terms:

En∼p(n)[K L(q(Z |n)||p(Z ))] = K L(q(Z ,n)||q(Z )p(n))

+ K L(q(Z )||
d∏

j=1
q(Z j ))

+
d∑

j=1
K L(q(Z j )||p(Z j ))

With this decomposition, they claim to achieve an
equivalent loss function as in [Kim and Mnih, 2019],
while using the distribution of n allows them to train
the model with their mini-batch weight sampling
technique, while in [Kim and Mnih, 2019] they need
to train a discriminator jointly with the VAE to com-
pute the Total Correlation.
The authors performed various experiments with a
different weighting of all three terms of the Kullback-
Leibler-Divergence decomposition. They obtained
the best results by only weighting the second term
more, thus, theTotal Correlation. They also introduce
a metric to measure the degree of disentanglement,
which they denote as Mutual Information Gap, see
Section 4.

In general, an advantage of the VAE approaches
is the training stability, but their generated samples
are often blurry. Thus, the image quality is often
low. Other VAE-based disentanglement approaches
are presented in [Mathieu et al., 2019], [Kim et al.,
2019] and [Kumar et al., 2018].

3.1.2GAN-based Approaches

It has often been proposed that VAE approaches at-
tempt better disentangling results than GAN-based
methods, thus, therehasbeenmore attention toVAEs
at the beginning. But up to Lin et al. [2020] this was
only caused by unfavorable training parameters and
meanwhile, GAN approaches yield as good results as
VAEs.

InfoGAN

The InfoGAN [Chen et al., 2016] model uses a nor-
mal GAN structure, but divides the latent code rep-
resentation into two parts, z and c. The part z should
contain all useful information, while c only contains

noise. This is encouraged by maximizing the mu-
tual information between the output of the generator
G(z,c) and the latent code z. Therefore, to the usual
minimax game of a GAN, a regularizer term is added:

V (D,G)−λI (G(c, z),c)

where I denotes the mutual information and V (D,G)
the GAN loss function, see Section 1.1.

StyleGAN

The authors of [Karras et al., 2019] introduce a GAN
architecture with a modified generator network. In-
steadof the latent space representation,which is usu-
ally the input for a generator, the network gets a con-
stant as input. The latent space representation isused
differently, by amappingnetwork that transforms the
latent space variable z onto a variable w in an aux-
iliary space W . Linear transformations of w are in-
tegrated into the convolution layers of the genera-
tor. These layers also get noise variables as input.
This separation should enable the network to cre-
ate stochastic variations in the output from the noise
variable anddifferent styles from the transformations
ofw . Theauthors claim that the transformationof the
latent space onto an auxiliary space is useful because
the latent space input has to follow the distribution of
the training data. If several attributes are missing in
the data or low represented they are not represented
in the latent space. To avoid sampling these ’illicit’
samples the latent space is kind of curved and hence
is unavoidably entangled. The transformation onto
W should undo this curvature and offer amore linear
structure. Further research on this architecture can
be found in [Karras et al., 2020] and [Lang et al., 2021].

InfoGAN-CR

Like in InfoGAN, for the InfoGAN-CR approach, in-
troduced by Lin et al. [2020], the latent space rep-
resentation is split into noise and informative latent
factors. Like in the normal GAN approach, the archi-
tecture consists of a generator and a discriminator.
But it also contains an extra discriminator H , called
contrastive regularizer. This discriminator gets two
input images x ′ and x ′′. These inputs are generated
from latent space vectors which share the same fixed
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value of dimension i , thus, z ′
i = z ′′

i . Then the discrimi-
nator is trained to identify i , the index of the fixed fac-
tor. This works as follows:
They sample an index i from the set of all possible di-
mensions I = {1, ..,k} where k is the dimension of the
latent space z, thepartwithoutnoise. Then two latent
space representations z1 and z2 are created and their
contrastive gap is computed as:

min
j∈I \{i }

|z1
j − z2

j |.

Next, they create two images x1 and x2 from z1 and
z2 with the image generator from the standard GAN
approach. These two images are fed into the dis-
criminator H which tries to identify which code was
shared.

3.1.3Combination of VAE and GAN

Implizit Autoencoder

The implicit autoencoder [Makhzani, 2019] consists
of the architecture of a Variational Autoencoder but
uses an additional discriminator network, see Figure
6. The author argues that normal Variational Autoen-
coder can only learn factorized posteriors and con-
ditional likelihoods. Avoiding this he introduces a
Variational Autoencoder that learns implicit distribu-
tions. They denote a distribution as implicit if not pa-
rameters like expected value or variance of a density
function are computed but a function which gener-
ation samples of this distribution, as it is done with
a generator of a GAN model. Here the encoder enc
gets the data input x and a noise vector ε, thus, ẑ =
enc(x,ε). Then the decoder gets z and a noise vector n
as input, thus, x ′ = d(z,n). This separation into z and
noise enables the network to only save the content
information in the latent space variable z and gen-
erate stochastical variation (style) with the noise vec-
tor, which allows a weak form of disentanglement of
this information. The discriminator D learns to dis-
tinguish between positive samples (x, ẑ) and negative
samples (x ′, ẑ).

3.1.4Flow-based Approaches

General Incompressible-Flow Networks

Sorrenson et al. [2020] make both theoretical and
practical contributions: firstly, they derive the exact

ε

zenc dec D

n

p

Figure 6: Normal VAE architecture, encoder enc and de-
coder dec, extended by a discriminator D. Noise vectors n
and ε are added. The probability that the input was an pos-
itive example is denoted with p.

conditions under which disentanglement is possible
and identifiable. Hereby, they formally equate the
task of disentanglement to nonlinear Independent
Component Analysis (nonlinear ICA) Hyvärinen and
Oja [2000]. The authors find that the task only has
an identifiable solutionas longasadditional informa-
tion is given along with the data, such as class labels,
which has to fulfill certain theoretical assumptions.
Fromtheir theory, theydevelopanew typeofnormal-
izing flow called General Incompressible-Flow Net-
work (GIN), which is to perform identifiable disen-
tanglement in the sense of nonlinear ICA.

GLOWin

Sankar et al. [2021] take a straight-forward approach
to disentanglement with normalizing flows: Essen-
tially, they train a standard GLOW normalizing flow
(see Section 1.3), and simply apply the disentangle-
ment factor loss introduced by Esser et al. [2020] to
the latent space. Due to the high number of dimen-
sions and the specifics of the network architecture
(namely skip connections), the factor loss is only
applied to a subset of latent dimensions deemed
most semantically relevant. The authors evaluate
their method on the BraTS 2019 dataset of brain
MRI scans [Menze and et al., 2014], demonstrating
meaningful results on real-worldmedical imagedata.

In general, VAE approaches mostly try to achieve
disentanglement by encouraging the distribution
q(z|x) to be factorized, while most GAN approaches
try to achieve disentanglement by maximizing the
mutual information between the latent code and the
generator output. Flow-basedModels often try to use
the theory of IndependentComponentAnalysis (ICA)
[Jutten and Herault, 1991; Hyvärinen and Oja, 2000]
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to decompose the input into its independent compo-
nents.

3.1.5Model-Independent Approaches

It is also possible to disentangle latent space repre-
sentationsofpretrainedmodels, independentof their
architecture, like in [Esser et al., 2020]. Twoother pos-
sible methods of model-independent techniques are
Hessian Penalty [Peebles et al., 2020] and DisCo [Ren
et al., 2021].

Hessian Penalty

The authors of [Peebles et al., 2020] describe their un-
derstanding of disentanglement as a connection be-
tween the latent space representation and the gener-
ated output. They assume a representation to be dis-
entangled if the change of the output -while varying
one latent dimension- is independent of the remain-
ing fixed factors, see Figure 7. To achieve this, they
present an approach that could be used for any gen-
erative model, by adding a regularization term to an
arbitrary loss function. Therefore, remembering the
generator or decoder of a model as a function that
maps the latent space variables onto the data space:

G : Z → X

withG(z) = (G1(z), ...,GN (z)), N the dimension of a flat-
tened data point x and Gi : Z → R, i = 1, .., N . The first
derivative of one of these functions, ∂Gi

∂z j
, describes

howmuchchanging the latent variable z j changes the
output. Now taking the second derivative ofGi , ∂Gi

∂z j∂zk
,

intuitively describeshowmuch the changeof theout-
put is influenced by changing zk . Thus, from the dis-
entanglement point of view, all second derivatives
should be zero for k 6= j . Hence, the authors argue
that these functions,whichare representedby thede-
coder or generator of amodel, shouldhave adiagonal
Hessian matrix H because the entries of this matrix
are described by the derivatives:

H j k = ∂Gi

δz j∂zk

Thus, they suggest adding a regularizer term to an ar-
bitrary loss function,which encourages the generator

(or decoder) to consists of functions with a diagonal
Hessianmatrix. The term is defined as:

LH (G) = max
i

LH (Gi )

where LH (G) =
d∑

i=1

d∑
j 6=i

H 2
i j . The authors introduce an

simple way to approximate the Hessian matrices as
they prove the relation:

LH (G) =V arv (vT H v)

where V arv denotes the variance about the
Rademacher vectors v , which entries are −1 or
+1 with equal probability. The variance can be
approximated with empirical estimation, which still
requires the computation of the Hessian matrix H
of the generator G. This can be done with a finite
difference approximation:

vT H v ≈ 1

ε2 (G(z +εv)−2G(z)+G(z −εv))

where ε> 0 is a hyperparameter influencing the accu-
racy of the estimation of the second derivative and z
is the latent space input to the generatorG.

0.5 0.5

4
1

2

1

3.5

4

1

3.5
2
1

Latent Space
Representation 

Latent Space
Representation

Generated
Output

Generated 
Output

dec

dec dec

dec

Figure 7: Left side: Changing the first entry (marked red)
and keeping the others fixed, changes the shape of the ob-
ject in the output. Right side: For a different fixed value at
the second entry (marked green), the change of the first en-
try does not change the shape of the object anymore but its
position. Therefore the effect of the change of the first entry
is influenced by the second entry.

Disentanglement via Contrast

The authors of [Ren et al., 2021] assume that for any
generativemodel, disentangleddirectionsalreadyex-
ist in its latent space. That means they assume that
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z−
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z ′
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Figure 8: Red: Two samples with the same direction, Blue:
Negative sample, whichmeans samples with a different di-
rection. If the semantic change in the generated imagesG(z)
andG(z ′) is the same as inG(z+) andG(z ′+), then this direc-
tion is a disentangled one.

directions r contain the semanticmeaningful change
information. Thus, moving the latent space rep-
resentation into this direction results in an inter-
pretable change in the image. For instance, a three-
dimensional latent vector would not bemoved along
an axis by adding a unit vector e i = [e i

1,e i
2, ..,e i

d ]T , e i
k =

1 if i = k, otherwise e i
k = 0, i ,k ∈ {1,2, ..,d}, like:

z1

z2
...

zd

+ε


e i

1
e i

2
...

e i
d

 but by


z1

z2
...

zd

+ε


r1

r2
...

rd


where the vector r = [r1, ..,rd ]T is the direction and the
scalar ε describes the length of the shift, see Figure
8. To find these directions they introduce their Dis-
entanglement via Contrast (DisCo) approach, where
they use Contrastive Learning on pretrained models.
They introduce a Navigator A 2 searching the latent
space for semantically meaningful directions. They
sample one direction r and a latent vector z from the
pretrained model. Then they feed the latent vector z
andashift of this vector z = z+A(r,ε) indirection r into
the pretrained generator. Thus, they obtain two im-
ages, which, if r is a disentangled direction only differ
in a semantic meaningful aspect. These two images
are then fed into two weight shared encoders, which
return lowerdimensional representations. Thediffer-
ence between these representations is one data point
in the Variation Space and should be a disentangled
representation. To train thismodel they sample three
latent vectors z, z+, and z−. The vectors z and z+ need

2Matrix ornon-linear operator of three fully-connected layers.

to obtain a second sample within the same direction,
while z− needs a sample from a different direction,
see Figure 8. Therefore, they receive six different im-
ages:

G(z),G(z ′),G(z+),G(z ′+),G(z−),G(z ′−)

where G is the generator or decoder from the pre-
trained model, which stays fixed. For a disentangled
direction, the change in the image between G(z) and
G(z ′) should contain the same semantic changeasbe-
tween G(z+) and G(z ′+). This should encourage pos-
itive pairs, which are images from different perspec-
tives or augmented images, to be close together in the
latent space representation andnegative pairs, which
are completely distinct images, to be apart.

3.2 Identifiable Problem

In [Khemakhem et al., 2020], they claim that, in gen-
eral, the so-called reparametrization trick of the gen-
erative models, thus, using a latent space distribu-
tion, comes alongwith the drawback that thesemod-
els are unidentifiable. In the context of generative
models, thismeans that different distributions p(X |z)
can be learned, while still fitting the data distribution
asdescribed in the following. In general, a deep latent
variable model learns a joint distribution:

pθ(x, z) = pθ(x|z)pθ(z)

such that it fits the data distribution:

pθ(x) =
∫
Z

pθ(x, z)d z

The problem with unidentifiable models is that the
distribution of pθ(x, z) could attempt different forms,
while still fitting the distribution pθ(x), see Figure 9.
Thus, the model distribution does not need to ap-
proximate a ground truth distribution in the latent
space but could take any form. Hence, to be able
to identify the latent space distribution, they want a
model to satisfy:

∀(θ,θ′) : pθ(x) = pθ′(x) ⇒ θ = θ′

where θ is a vector of parameters. They want this to
be true except for simple transformations, like per-
mutations or signed scaling. They combine the the-
ory of non-linear Independent Component Analysis
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Figure 9: Two joint probability distributions of the same
marginals.

[Jutten and Herault, 1991; Hyvärinen and Oja, 2000]
with Variational Autoencoders to create an Identifi-
able Variational Autoencoder, denoted as iVAE, which
requires a conditional factorization of the latent prior
distributionand thus, akindof supervisedmodel. Lo-
catello et al. [2018] showed that for a general unsuper-
visedmodel with a factorized prior p(z), it is not pos-
sible to identify which representation is learnt. That
means, assuming a model that learns a disentan-
gled representation of the data, their exist an equiv-
alent model which learns an entangled representa-
tion, while both models still fit the data distribution
p(x). But they also point out that this theoretical re-
sult does not mean that learning a disentangled rep-
resentation is impossible in practice, as inductive bi-
asesonmodels anddatacanbemade. In [Willetts and
Paige, 2021], for example, they introduced a cluster-
ing technique for the latent space to avoid the need
for labels. They showed empirically that this leads to
a latent space distribution that is identifiable.

4 Evaluation

As there is noexplicit definitionof adisentangled rep-
resentation, measuring disentanglement is not con-
sistent and still challenging. Different metrics mea-
sure different aspects of a disentangled representa-
tion, as described by Sepliarskaia et al. [2021]. They
categorize themetrics into three groups, differentiat-
ing if theymeasure disentanglement, completeness or
informativeness, with respect to the disentanglement
definition of Eastwood and Williams [2018], see Sec-
tion 2. Furthermore, they examine the behavior of
differentmetrics and they reveal some failuremodes,
see Table 2. Up to them several metrics are not cor-
rectly scaled. This means that there exist representa-
tions completely fulfilling themeasured property but
achieving a low score and vice versa.
Another way to classify metrics is presented in [Zaidi
et al., 2020]. Here themetrics are separated into three
classes, see Table 2, up to their way to evaluate the la-
tent space representation:

1. Intervention-based: compare latent space repre-
sentations resulting from subsets of data gener-
ated with one fixed ground truth factor.

2. Predictor-based: measure the performance of a
regressor or classifier, trained to predict ground
truth factors from the latent space representa-
tion.

3. Information-based: use information theory con-
cepts to evaluate the latent space representation.

Also, Locatello et al. [2020] analyzed the agreement of
several metrics and observed systematic differences
among their correlation. But this is not the only
difficulty while measuring the degree of disentan-
glement. Some metrics are architecture-dependent.
The β-VAE metric [Higgins et al., 2017], for exam-
ple, needs an encoder structure to return a disen-
tanglement score, which is not given in most GAN-
based approaches. Furthermore, most metrics are
only available for data sets, where ground truth fac-
tors are known. Only a few approaches try to mea-
sure the degree of disentanglement for unsupervised
models, e.g. [Zhou et al., 2021]. Therefore, we sepa-
rate the metrics as unsupervised and supervised, up
to their need of ground truth factors. It is also worth
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Metrics

SupervisedMetrics

Hyperpar.

· Z-diff
· Z-min Var

·DIC
· SAP

NoHyperpar.
·MIG

UnsupervisedMetrics

Hyperpar.

·MTM
·UDR

NoHyperpar.

· PPL
· CIFC

Figure 10: We classified the disentanglement metrics in the
following way: SupervisedMetrics require the ground truth
factors, UnsupervisedMetrics do not need the ground truth
factors. If the metrics are listed under Hyperparameter, re-
gressors or classifiers have to be trained.

mentioning that some metrics need to train classi-
fiers or regressors to return a score and thus depend
on the performance of these models. Hence, we also
mention if the metrics need hyperparameter to be
tuned or not, see Figure 10.
Remark:
As image reconstruction quality is often lower for
models with disentangled representations, evalua-
tion of such an approach is often combined with an
image quality metric, like in [Lin et al., 2020] with
the Interception Score (IS), Frechet inception dis-
tance (FID), Peak signal-to-noise-ratio (PSNR), struc-
tural similarity index (SSIM), Contrast-to-noise ra-
tio (CNR), Equivalent number of looks (ENL), Con-
ditional Generation Accuracy (CGAcc) [Havaei et al.,
2021].

4.1 SupervisedMetrics

Wedenotemetrics that need the ground truth factors
to be known as supervisedmetrics.

Z-diff

The Z-diff 3 metric, or β-VAE metric [Higgins et al.,
2017], was one of the first approaches to evaluate

3Wefollow thenomenclatureof [Zaidi et al., 2020] and [Doand
Tran, 2021].

a representation with respect to its disentanglement
behavior. The author’s idea is that for a disentangled
model the latent space representation of images gen-
erated by ground truth factors with one fixed value
should obtain the same value, see Figure 11.
To evaluate the degree of disentanglement, one di-
mension of the ground truth vector g after the other
is fixed and all remaining dimensions are chosen
randomly. Then, multiple images x and their cor-
responding latent space representation z are gener-
ated. For a disentangled representation the dimen-
sion held fixed in the ground truth factor should be
the same in the latent representation. Thus, the dif-
ference between the latent space representation and
the ground truth factor |g − z| is one data point for a
classifier, with the fixed factor as the label. For a dis-
entangled representation the difference |g −z| should
be zero at the dimension of the fixed factor. The dis-
entanglement score is thendefinedas theerror rateof
the classifier. But this metric has a failure mode, as a
classifier could classify all points correctly even if one
dimension is not disentangled, thus giving a score of
one to a not completely disentangled representation.

1
0.4
2.6

[ ]
g = z =dec enc

|z − ẑ| =
0
0.5
0.4

[ ]
1
0.9
3

[ ]

1
0.9
3

[ ]
ĝ = ẑ =dec enc

1
0.9
3

[ ]

Figure 11: Taking two ground truth vectors g and ĝ with
one fixed dimension and randomly chosen remaining val-
ues, generate two images and receive their latent space rep-
resentation z and ẑ. The difference of them is a data point
for the classifier.
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Table 2: Metrics: Z-diff, Z-min Var, Mutual Information Gap (MIG), Disentanglement-Compactness-Explicitness (DIC),
SeparatedAttributePredicatbility (SAP),ManifoldTopologyMetric (MTM)andPerceptualPathLength (PPL),Cross Image
Feature Consistency (CIFC) error and Unsupervised Disentanglement Ranking (UDR).

Metric Scaled to
[0,1]

Designed to Mea-
sure

Measure Princi-
ples [Zaidi et al.,
2020]

Failure Mode De-
tected [Sepliarskaia
et al., 2021]

Supervised

Z-diff 7 Disentanglement
[Zaidi et al., 2020]

Intervention-
based

3 3

Z-min
Var

7 Disentanglement
[Zaidi et al., 2020]

Intervention-
based

3 3

SAP 3 Compactness [Zaidi
et al., 2020]

Prediction-based 3 3

MIG 3 Compactness [Zaidi
et al., 2020]

Information-
based

7 3

DCI 3 Disentanglement,
Compactness,
Explicitness [Zaidi
et al., 2020]

Prediction-based 3 3

PPL 7 Latent space struc-
ture

- - 7

UDR 7 Model Parameter
Setting

- - 7

MTM 7 Latent space struc-
ture

- - 7

CIFC 7 Content/style sepa-
ration

- - 7

Z-min Variance (Z-min Var)

TheZ-minVariance 4metric, or FactorVAEmetric, in-
troduced in [Kim andMnih, 2019] corresponds to the
Z-diff metric but tries to avoid the failuremode. They
also keep one dimension of the ground truth vector
g fixed, generate batches of samples and their latent
space representation. Then, after taking the differ-
ence |g − z|, they choose the dimension with the low-
est variance and create a data point for a classifier
with the dimension and the ground truth factor as la-
bel.

Separated Attribute Predictability (SAP)

Computation of the SAP score [Kumar et al., 2018]
consists of two steps:

1. Construct a scorematrix S:
4We follow the nomenclature of [Zaidi et al., 2020].

For every combination of a ground truth factors
gi , i = 1, ..,K with a dimension of the latent space
representation z j , j = 1, ..,d a score si j is com-
puted as the R2 score of a regressor 5, which is a a
statisticalmeasureof thequality of the regressors
prediction. The scores si j , which are ranged be-
tween zero and one are the entries of the matrix
S.

2. Compute gaps:
Then, for every column, they compute the dif-
ference between the highest and second-highest
value. A large gap refers to a disentangled
connection between the corresponding ground
truth factor and latent space dimension. The
mean of these differences is then the total SAP
score.

5Or a decision tree for categorical factors [Zaidi et al., 2020].
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Mutual Information Gap (MIG)

The Mutual Information Gap is a metric introduced
in [Chen et al., 2018b]. To measure the degree of dis-
entanglement themutual informationbetween every
dimension of the latent code factor zi and the ground
truth factor g j is computed:

Ii j = I (zi , g j ) i = 1, ...,D j = 1, ...,K

where I denotes the mutual information, see Ap-
pendix 7.1. This measures how much information
about g j is stored in zi . For a disentangled represen-
tation only gi and zi should have high mutual infor-
mation, all others should be zero. To check this, the
highest and the second-highest mutual information
is taken into account. Thedifference between them is
computed and normalized by the sum of the mutual
information between all factors and latent represen-
tations. Therefore, this metric gives a score between
zero and one while one is the best score.

Disentanglement, Completeness, Informativeness
(DCI)

The DCI 6 metric, introduced by Eastwood and
Williams [2018], consists of three separate scores,
measuring disentanglement, completeness and infor-
mativeness, see Section 2. To apply this metric, the
ground truth factors need to be known. Then, the fol-
lowing steps can be executed:

• Train themodelM which should be evaluated on
a artificial data set with known ground truth fac-
tors g , e.g. dSprites.

• Receive the latent code z for each sample x in the
data set, that means first create x by the image
generation part of the synthetic data setG(g ) = x,
and then create z by M(x) = z.

• Train K regressors f j , j = 1, ..,K to predict ground
truth factor g j given the latent code z, thus

f j :Rd →R with f j (z) = g j , j = 1, ..,K

where K is the dimension of the ground truth
vector and d the dimension of the latent space
vector.

6This abbreviation was introduced in [Locatello et al., 2018].

Therefore, using LASSO or Random Forest as lin-
ear regressors, as suggested by the authors, for every
ground truth factor g j , an approximation is given as:

g j ≈ b − zT w, j = 1, ..,K

For simplicity we assume the bias term b to be zero.
Then the absolute value of the weights w of the ap-
proximation can be used as entries of the following
importance matrix: g1

...
gK

≈

 r11 . . . rD1
...

...
...

r1K . . . rDK


 z1

...
zd

 (6)

Scaling the weights to a range between zero and one
by:

Pi j =
ri j

K∑
k=1

ri k

.

This is interpreted as a measure of importance of zi

to predict g j . Then, the disentanglement score is de-
fined as:

Di = 1−HK (Pi .) where HK (Pi .) =−
K∑

k=1
Pi k logK Pi k .

For example, if all entries of the first column in (6)
would have the same value then z1 would be equally
important to predict g j , j = 1, ..,K . Hence, P1 j would
be 1

K for all j = 1, ..,K . Then, as logK ( 1
K ) = −1, we

get HK (P1.) = 1. Thus, the disentanglement score D1

for the first latent space code z1 is equal to zero and,
therefore, not disentangled.
The individual scores for all dimensions of the la-
tent code are concatenated to one overall disentan-
glement score, computed as:

D =
d∑

i=1
ρi Di where ρi =

d∑
j=1

ri j

d∑
i=1

K∑
j=1

ri j

.

The same is done for the completeness score, but not
with the columns but with the rows:

P̃i j = ri j
D−1∑
k=0

rk j

and Ci = 1−HK (P̃. j )
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where

HK (P̃ j .) =−
K−1∑
k=0

P̃ j k logK P̃ j k

The last part of themetric is the informativeness score.
This is defined as the average of the prediction error
of the regressor. The value of all three scores is scaled,
thus, gives values between 0 and 1, where 1 is the best
and 0 the lowest score.

4.2 Synthetic Data Sets

As supervised metrics need the ground truth factors
to be known, to evaluate the disentanglement perfor-
mance of a model, synthetic data sets are necessary.
Two populate data sets are:

dSprites and 3D shapes

ThedSprites data set [Matthey et al., 2017] is anoften-
used synthetic data set to evaluate disentanglement
performance of generative models [Lin et al., 2020;
Kim andMnih, 2019]. This data set consists of 2D im-
ages of objects generated from six ground truth fac-
tors: Color, shape, scale, rotation, position (with xand
y coordinate). All possible combinations of these fac-
tors are considered once, resulting in 737280 images.
The 3D shapes data set [Burgess and Kim, 2018] con-
tains images of 3D shapes generated from six inde-
pendent ground truth factors: Floor color, wall color,
object color, scale, shape, orientation. Like in the
dSprites data set, all possible combinations of these
ground truth factors are considered once, resulting in
480000 images in total.

4.3 UnsupervisedMetrics:

Wedenotemetrics that do not need the knowledge of
the ground truth as unsupervised.

Perceptual Path Length (PPL)

Themetric introduced in [Karras et al., 2019] is called
Perceptual Path Length and is based on the idea that
images that are only slightly different should have a
latent space representation close to each other, thus,
the path between them, lying in the latent space,
should be short. This metric was introduced with

the StyleGAN, to measure the disentanglement per-
formance of models without an encoder structure.
The basic structure is the following: Take two sam-
ples of the latent space z1 and z2 and choose two
pointsby interpolationbetween them, thus, choosing
these points from the path through the latent space
between them. Generate two images from these two
points and compute a distance between these two
imageswith ametric d ,measuring theperceptual dif-
ference between the images. A short path is better,
thus, a low score is desirable:

L = E(d(G(ser p(z1, z2, t )),G(ser p(z1, z2), t +ε)))

where z1 and z2 are sampled randomly from p(z)and t
from a uniform distributionU (0,1), ε= 104,G denotes
the model generator and ser p the spherical interpo-
lation operator:

ser p((z1, z2), t ) = sin((1− t )θ)

sin(θ)
z1 + sin(tθ)

sin(θ)
z2

where θ is the angle between z1 and z2. The spherical
interpolation is used for normalized representations
as the resulting interpolated points are again normal-
ized. For not normalized input linear interpolation
can be used.

Unsupervised Disentanglement Ranking (UDR)

Duan et al. [2019] emphasize the challenges of super-
vised evaluation of disentangled representations. To
avoid the usage of fixed ground truth factors and to
offer a way to select a good hyperparameter setting
for a model 7, they introduce theirUnsupervised Dis-
entanglement Ranking (UDR). This system is based
on the assumption that disentangled representations
from a model are similar to each other up to a cer-
tain degree, while entangled ones are completely dif-
ferent. They claim disentangled representations of a
model to be alike, despite:

• Permutations: Representations are similar, ex-
pect for theorderof the informationencodingdi-
mensions.

• Sign: Only the absolute value of the representa-
tion is important.

7They concentrated on VAEs.
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• Subsetting: Does not matter how many dimen-
sions encode an factor.

To evaluate if two representations are similar, apart
from these three aspects, Higgins et al. [2021] com-
pute a score for two representations as follows:

1. Compute the informativeness matrix R like for
theDCI score [EastwoodandWilliams, 2018], us-
ing a LASSO regressor 8. Considering such a ma-
trix makes the score insusceptible for permuta-
tions.

2. Taking the absolute value of all these entries
makes the score robust against different signs.

3. Toaddress the subset aspect theydivide the score
by the number of informative latent dimensions,
whereby they describe a latent dimension as in-
formative, if the posterior distribution q(zi |x) di-
verges from the prior p(zi ) and otherwise as un-
informative:

IK L(a) =
{

1 K L(qφ(za |x)||p(za)) > 0.01
0 otherwise

The number of informative latents for model a
and accordingly for model b are defined as:

da =
d∑

i=1
IK L(zi ) and db =

d∑
j=1

IK L(z j )

Theywant toassignascorenotonly to themodel itself
but also to its hyperparameter settings. Therefore,
they choose H hyperparameter setting for a model.
Then, all models are trained with S different initial
states, resulting in H × S trained models. Next, for
each of the S models within a hyperparameter set-
ting, P ≤ S othermodelswithin this setting are chosen
and pairwise compared. This pairwise comparison is
done by computing theU DRa,b score for two models
a andbwith the samehyperparameter settingbutdif-
ferent initialization is computed as:

U DRa,b = 1

da +db

[ d∑
j=1

r 2
i IK L(z j )

d∑
i=1

R(i , j )

+
d∑

i=1

r 2
j IK L(zi )

d∑
j=1

R(i , j )

]

8The authors of [Higgins et al., 2021] also introduce a non-
parametric informativeness matrix with the Spearman Correla-
tion.
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Figure 12: a) For every latent dimension zi , images are gen-
erated with the model to be evaluated, then, these gener-
ated images are fed into a network, e.g. a VG16 [Simonyan
and Zisserman, 2014], to obtain an image embedding. b)
These embeddings are data points, which are transformed
into a graph. Every data point represents a node and is
surrounded by a ball whose radius increases. If two balls
overlap, the corresponding points are connected throughan
edge. Then, a graph with holes arises. But these holes will
also disappear with increasing radii. Therefore, the living
time of these holes is calculated. The Relative Living Time
(RLT) is a discrete distribution describing how many holes
exist at what time. These distributions are used for cluster-
ing. Therefore, the Wasserstein distance between distribu-
tions is used.

where R(i , j ) is the entry of the informativeness ma-
trix R at row i and column j , ri = max j R(i , j ) and r j =
maxi R(i , j ).

Manifold TopologyMetric (MTM)

A new unsupervised metric is introduced by Zhou
et al. [2021] and we denote it here with MTM. They
built their metric upon themanifold hypotheses. Ac-
cording to this hypothesis, the data lie on a mani-
foldwhich the generativemodel tries to approximate.
They set up a disentanglement score by comparing
the topologyof the submanifolds conditionedona la-
tent dimension zi . Theymeasure the similarity of the
submanifolds that are created by p(x|zi = v) where zi

is the i − th dimension of the latent space represen-
tation and v is a value that is changed to create a set
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of data points. They assume if the generativemodel is
disentangled, then these submanifolds have different
topologies. To identify the topology of the submani-
folds they use a graph structure, see Figure 12.

Cross Image Feature Consistency (CIFC) error

Havaei et al. [2021] introduce a metric to measure
how a latent representation that consists of two parts
separately contains the information of two factors.
The separation of these factors, which they denote
as content and style, has to be consistent across all
instances, and the representations should not share
information about the input. To measure these as-
pects they introduce the Cross Image Feature Disen-
tanglement (CIFC) error. Therefore, they take to im-
ages and compute their content and style representa-
tion. Then they mix these representations, thus, the
content representation from the first image is com-
binedwith the style representation of the second one
and the style representation of the first one is com-
bined with the content representation of the second
one. Then two new images are generated from these
mixed representations. These new images are again
encoded into their content and style representation
and the representations are mixed again. For perfect
disentangled and informationpreserving representa-
tions, the imageswhich are generated from these sec-
ond mixed representations would be the original in-
put, thus their encoding should be the same as the
first one and thus the difference between these en-
codings is taken as the basis for the score, which is the
expected value of this difference about all images in
the test data set.

5 Medical Applications

Deep Neural Networks (DNNs) are commonly used
in healthcare, e.g. for image segmentation, clas-
sification, reconstruction, or image synthesis [Ron-
neberger et al., 2015; Wang et al., 2020; Li et al., 2021]
and several other applications [Nensa et al., 2019].
The added value of a disentangled representation for
medical purposes can bemultifaceted:

• Downstreaming Tasks: Especially in health-
care, annotated data is raw and labor-intensive.
Therefore, pretraining models in an unsuper-

vised fashion with unlabeled data and specify-
ing on a few annotated data is a popular ap-
proach. This process could benefit from dis-
entangled representations, as task specification
could be done faster.

• Interpretability: For clinical usage DNNs need to
be reliable and trustworthy. Understanding the
decision process and outgrowing the black box
characteristic is necessary. Furthermore, mod-
els for medical purposes are often trained and
tested on data from the same hospital. Apply-
ing thesemodels to data from different hospitals
often comes along with poor results [Zech et al.,
2018]. A disentangled representation could help
to detect learned shortcuts.

• Synthetic Data Generation: With a controllable
image generation process, task-specific syn-
theticdata couldbecreatedandanalyzed, reduc-
ing the need for annotated data.

• Digital Signatures: Comparable to the radiomics
approach [Gillies et al., 2016], a disentangled la-
tent space representation could be used to char-
acterize or classify tumors, avoiding the need for
handcrafted features.

These are just a few possible applications, but in fact
interests in medical applications of disentanglement
seem to increase, see Figure 13. Therefore, we review
existingmedical applications of disentanglement.

Search Criteria:

The reviewedpapers are the results foundonPubMed
in the period 01/01/2017 to the 01/13/2022 with the
search term Disentanglement restricted to title and
abstract. The number of resulting papers has been
219. Screening title and abstract for including ma-
chine learning issues reduced them to 79. Concen-
trating onmedical applications and generative mod-
els reduced the number to 27 papers. However, we
add five papers from other sources, see Figure 14.
Furthermore, we would like to mention that differ-
ent disentanglement approaches appeared with our
search string, e.g. [Robinson et al., 2021] but do not
consider generative models according to our notion.
We give an overview about the results in the following
Table 3.
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Table 3: Compact overview of all reviewed studies, showing the used data sets and if these are publicly available or not, and themodalities of the data
sets. Further, the table shows the underlying network architectures of the studies andwhat kind of supervision, e.g. supervised, unsupervised, weakly-
supervised or self-supervised, etc., was applied. Finally, the table provides the information about the disentanglement factor for all reviewed works
and what kind of metrics have been used for evaluation.

Study / Appli-
cation9

Data10 Modality Supervision11 Network-
Architecture12

Disentangled
Factor13

Metrics 14

Brain
[Higgins et al.,
2021]

Face Data Set 15 grayscaled
images

self-
supervised

β-VAE complete UDR score
Human
Raters

[Ouyang et al.,
2021]

NCANDA 16

BraTS2020 19

Zero-Dose

MRI
MRI/PET

self-
supervised

Autoencoder-
based

anatomy and
modality

PSNR
SSIM

[Fei et al., 2021] BraTS2015 17 MRI self-
supervised

GAN-based modality
shared and
specific code

NRMSE
PSNR
SSIM

[Zhao et al.,
2021]

Synthetic Data Set
ADNI1 18

Alcohol Data Set

MRI self-
supervised

Autoencoder-
based

brain age -

[Liu et al.,
2021b]

BraTS2018 19 MRI self-
supervised

GAN-based,
Autoencoder

modality
shared and
specific code

IS
PSNR
SSIM

9Somemethods consider multiple organs, but we classify them only under one application.
10We only mention Data Sets relevant for medical context. Sometimes only subsets, modifications or combinations of the mentioned data sets are used. If no

footnote is adapted, the data sets are private or provided by the authors of the listed application.
11If the authors do not explicitly mention, if they use a supervised method or not, we denote every method using labels in any way (survival prediction, condi-

tioning, etc.) as supervised. Except for methods which only needmodality labels.
12We only mention the basic structure. Most networks use combinations of several networks and complex architectures.
13We denote the disentanglement as complete if themethod considers the whole latent representation, otherwise wemention the explict factors.
14We only mention disentanglement or image quality metrics.
15Combination of CelebA [Liu et al., 2015], Chicago Face Database [Ma et al., 2015], CVL [Peer, 1999], FERET [Phillips et al., 1998], MR2 [Strohminger and et al.,

2016],PEAL[Gao and et al., 2008]
16[Zhao et al., 2020]
17[Menze and et al., 2015]
18Alzheimer’s Disease Neuroimaging Initiative: http://adni.loni.usc.edu/
19[Menze and et al., 2014]
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[Hu et al., 2021] UNC/UMN Baby Con-
nectome Project Data
Set 20

MRI supervised Adversarial
Autoencoder

modality
shared and
specific code

-

[Hu et al., 2020] UNC/UMN Baby Con-
nectome Project Data
Set 20

MRI supervised Autoencoder-
based

age
identity
noise

-

[Xia et al., 2020] ISLES 21

BraTS2018 17

Cam-CAN 22

MRI (semi-) su-
pervised
unsupervised

CycleGAN
Autoencoder

pathology info
from healthy

Human
Raters
Own im-
age quality
metrics 23

[Zhao et al.,
2019]

Brain Data Set MRI supervised VAE-based
Regression

age factor rMSE

Lung
[Havaei et al.,
2021]

LIDC-IDRI 24
HAM10000 25

CT
RGB im-
ages

supervised GAN-based
(Cycle - and
Bidirectional-
GAN)

content and
style

CIFC
FID
IS
CGAcc

[Xiu et al., 2021] COVID-19 Data Set
InP
Framingham Study 26
SEER 27

SLEEP 28

CT supervised VAE-based
Regression

complete -

[Toda et al.,
2021]

Lung Cancer Data Set CT supervised InfoGAN-
based

lesion shape FID

[Song et al.,
2020]

Lung Cancer Data Set CT self-
supervised

BigBiGAN complete Compare to
Radiomics

20[Howell and et al., 2019]
21[Maier et al., 2015]
22 [Taylor et al., 2017]
23Measure Identity,Healthiness andDeformation Correction of the pseudo-healthy images.
24[Armato III et al., 2011]
25[Tschandl et al., 2018]
26[Mitchell et al., 2010]
27[Ries et al., 2007]
28[Quan et al., 1997]
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[Chen and Bat-
manghelich,
2020]

COPDData Set CT weakly-
supervised

VAE-based complete MIG

Heart
[Gyawali et al.,
2021]

SimECG
SimECG-torso
ECGData Set

ECG unsupervised β-VAE-based complete β-VAEmetric

[Gyawali et al.,
2019]

ECGData Set ECG unsupervised Autoencoder-
based
LSTM
Regression

inter-subject
variation

-

[Van Steenkiste
et al., 2019]

MIT-BIH Arrhytmia
Data Set 29

ECG unsupervised β-VAE independent
base beats

-

Liver
[Kleesiek et al.,
2021]

Liver Data Set
LiTS 30

CT unsupervised Implicit
Autoencoder-
based

digital signa-
tures

Human Rater

[Yang et al.,
2019]

LiTS 31

Liver Data Set
CT
MRI

supervised GAN-based
Autoencoder

anatomy and
modality
information

-

[Ben-Cohen
et al., 2019]

Liver Data Set CT supervised Autoencoder-
based

specific and
unspecific
factors

-

Prostata
[Shen et al.,
2021]

BraTS2018 17

ProstateX 32
MRI supervised GAN-based skeleton and

flesh
NRMSE
SSIM
PSNR

Cell data

29[Moody andMark, 2001]
30[Bilic et al., 2019]
31[Christ et al., 2017]
32[Litjens et al., 2014]
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[Yu and Welch,
2021]

TabulaMuris 33
Sci-Plex 34
Pancreatic Endocrino-
genesis 35

RNA-seq self-
supervised

VAE/GAN
combination

complete MIG
FactorMetric
Spearman
Correlation
IS

[Kompa and
Coker, 2020]

Cancer Atlas 36 RNA-seq (semi-) su-
pervised,
unsuper-
vised

VAE/GAN
combination

domain infor-
mation

-

[Bica et al.,
2020]

Zebrafish Cells 37
Human Cells 38
Human Pancreatic
cells 39

RNA-seq unsupervised VAE-based complete -

OtherMedical Applications
[Moghadam
et al., 2022]

Mitosis Atypia Data Set
40

Camelyon16 41

DigestPath 42

whole slide
images

supervised GAN-based color and
structural

-

[Yaoetal., 2022] HaCAT 43 CLSM unsupervised GAN-based content and
style

-

[Leeet al., 2021] DeepLesionDataSet 44
Spineweb 45

Dental CT Data Set

CT unsupervised CycleGAN-
based

metal artifact
artifact free

PSNR
SSIM

33[Consortium and et al., 2018]
34[Srivatsan et al., 2020]
35[Bastidas-Ponce et al., 2019]
36[Ramos et al., 2020] [Weinstein et al., 2013]
37[Athanasiadis et al., 2017]
38[Velten and et al., 2017]
39[Muraro et al., 2016]
40[Roux et al., 2014]
41[Bejnordi et al., 2017]
42[Li et al., 2019]
43[Kromp et al., 2020]
44[Yan et al., 2018]
45 http://spineweb.digitalimaginggroup.ca/
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[Huang et al.,
2021]

Clinical Data Sets 46 47 OCT unsupervised GAN-based noise and
content

CNR
EPI
MSR
ENL

[Kalinin et al.,
2021]

Protein Data Set AMF supervised VAE-based particle rota-
tion

-

[Zhang et al.,
2020]

CASIA-B 48

USF 49

FVG

Videos
(RGB
image
sequence)

supervised Autoencoder
+ LSTM

appearance,
canonical,
and pose
features

-

[Liao et al.,
2020]

DeepLesionDataSet 44
Spineweb 45

CBCTData Set

CT unsupervised GAN-based
Autoencoder

content and
artifact infor-
mation

PSNR
SSIM

[Polykovskiy
et al., 2018]

ZINCDatabase 50 SMILE semi-
supervised

Conditional
Adversarial
Autoencoder

protein prop-
erties

Mutual Infor-
mation (not
MIG)

46[Abbasi et al., 2018]
47[Justusson, 1981]
48[Yu et al., 2006]
49[Sarkar et al., 2005]
50Zinc12; University of California, San Francisco, http://zinc. docking.org/subsets/clean-leads.

25



2021
2020
2019
2018
2017
2016

225

177

146

137

103

87

Development of publication numbers

Figure 13: Numbers of publications onpubmed. gov over the
last years with respect to the search string disentangle gen-
erative model within the full text.

Weorganized the reviewed papers according to the
organs they considered. Some of them considered
more than one, but we just separate them by one of
the applications.

Brain

Neuron Activity

The inferiotemporal (IT) cortex of the human brain
has a crucial role for the recognition of faces. In this
area of the brain, faces seem to be represented by a
low-dimensional neural code [Higgins et al., 2021].
To understand how such a representation is learned,
Higgins et al. [2021] compare the response of neurons
in the IT cortex of macaques, while presenting im-
ages of faces to them, with the latent space represen-
tation of a β−VAE 51, trained on the same data set of
faces. They observed that some dimensions of the la-
tent space representation disentangled information
like hairstyle, age face shape, or smile and could ex-
plain the activity of some neurons, being sensitive to
these variations. Furthermore, they showed that this
disentangled representation contained less informa-
tion than the encoding of other models, but offers an
interpretable representation, which could be a way
to comprehensive networks avoiding the black box
characteristic.

Multi-Modal Brain Analysis

introduce a network to disentangle anatomical and
modality information. Therefore, they use and en-
51They also apply other generative models.

Results from PubMed
n = 223

Machine Learning
n = 83

Medical Applications
n = 44

Generative Models
n = 27

Results from other Sources
n = 5

Resulting Papers
n = 32

Figure 14: Screening flowchart of the publication selec-
tionprocess aboutdisentanglementapproaches formedical
imaging adapted from thePRISMAflowdiagramby [Moher
et al., 2009].

Lungs
[Havaei et al., 2021]
[Toda et al., 2021]
[Song et al., 2020]
[Xiu et al., 2020] 
[Chen and
 Batmanghelich, 2020

Prostata
[Shen et al., 2021]

Liver
[Kleesiek et al., 2021]
[Yang et al., 2019] 
[Ben-Cohen et al.,2018] 

Brain 

[Higgins et al., 2021]

[Ouyang et al.,2021]

[Fei et al., 2021]

[Zhao, et. al. 2021]

[Liu et al., 2021]

[Hu et al.,2021]

[Hu et al.,2020]

[Xia et al., 2020]

[Zhao et al., 2019] 

 

Heart
[Gyawali et al., 2021] 
[Gyawali et al., 2019] 
[Steenkiste et al., 2019]

Other Medical Applications
[Moghadam et al.,2022]
[Yao et al.,2022]
[Lee et al., 2021]
[Huang et al., 2021]
[Kalinin et al., 2021]
[Zhang et al., 2020]
[Liao et al., 2020]
[Polykovskiy et al., 2018]

Cell Data
[Yu and Welch, 2021]
[Kompa and Coker, 2020]
[Bica et al., 2020] 

Figure 15: The figure shows the screened medical applica-
tions that have been targeted with disentanglement (image
modified from a Human body diagram).

coder to get a modality representation and an an en-
coder to get the anatomical representation, trained
with a self-reconstruction and a cross reconstruction
loss. To structure the latent space they additionally
use a latent consistency loss. They mention that sev-
eral works before tried approaches like this, but the

26

pubmed.gov
https://commons.wikimedia.org/wiki/Human_body_diagrams##/media/File:Adult_male_diagram_template.svg


disentanglement has not been checked. They give
the example that both representations could contain
exactly the same information and the decoder could
reconstruct the input from both. To avoid this they
introduce a similarity loss. They assume that the
anatomical latent representation for differentmodal-
ities should be similar while the modality represen-
tation should vary between the modalities. Therfore,
they encourage the cosinus distance (the angle be-
tween twovectors)between theanatomical represen-
tations to be small and the one between the different
modality representations to be high.

Synthetic MRIModality Generation

For Magnetic Resonance (MR) images, different con-
trast acquisitions show different aspects, impor-
tant for diagnosis. While taking all scans is time-
consuming, often some image modalities are miss-
ing. The work of Fei et al. [2021] addresses this prob-
lem, by predicting missing MR image modalities of
brain scans. Therefore, a GAN model with two addi-
tional networks is introduced. The input of the GAN
generator is a latent representation, received of the
concatenation of the information shared by all MRI
modalities and the specific information of the miss-
ingmodality. As themissingmodality is not available
during test time, a Local Adaptive Fusion (LAF) mod-
ule is introduced to create a pseudo target. This net-
work, with the disentanglement of shared and spe-
cific information, is claimed to generate higher qual-
ity images than the compared GANmodels.

Brain Age

Zhao et al. [2021] want to analyze the effect of ag-
ing on the brain considering longitudinalMR images.
Therefore, they introduce a model called Longitu-
dinal Self-Supervised Learning (LSSL). This network
consists of an Autoencoder combined with a cosine
loss in the latent space, where they separate the brain
age from the remaining latent representation. They
can apply self-supervised disentanglement because
they assume that the age of the brain is themost rele-
vant factor influencing the brainmorphology of a pa-
tient among the longitudinal scans while other fac-
tors like e.g. gender do not change over time. To
disentangle the age factor, they take the difference
between the latent representations of two scans of a

patient at different times as a direction in the latent
space. This direction represents a change in the im-
age, which is only allowed in the direction τ, which
is learnedwhile training and represents the disentan-
gled age factor.

GeneratingMRIModalities

Liu et al. [2021b] want to generate missing Magnetic
Resonance (MR)modalities andapply these synthetic
images to improve tumor segmentation tasks. They
test their network on BrATs 18, with four MR image
modalities. Given onemodality they predict the three
other modalities and connect them all as input for
a standard segmentation network. To disentangle
themodality information in the latent representation
of the generator network, they train an encoder to
be invariant to different modalities, by using differ-
ent modalities as input resulting in a similar latent
space representation, while the decoder gets addi-
tional information about the modality which should
be generated. With the disentanglement strategy,
they attempted better generated image quality than
the compared baseline methods. Furthermore, the
usageof these generated images for the segmentation
task improved theDice score compared to segmenta-
tionperformancewith synthetic images generatedby
other networks.

Infantil Brain Age Prediction

The authors of [Hu et al., 2021] modify an adversar-
ial Autoencoder (AAE) [Makhzani et al., 2016], which
they denote as disentangled multimodal adversarial
Autoencoder (DMM-AAE), to predict the brain age of
children of the age betweenbirth and two years. They
use multimodal input, consisting of sMR images and
fMR images, and also offer an imputation strategy for
missing modalities. They separate the latent space
into information that all scans have in common and
into scan-specific information. The latent space rep-
resentations are then combined as input for a regres-
sor to predict the age of the child. Fusion models
of fMR and sMR images often end up with worse re-
sults thanmodels using only sMRI. The authors claim
that their disentanglement strategy helps to combine
the information frombothmodalities and results in a
better MAE, than AAE without this strategy.
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Infant functional connectome Fingerprinting

The authors of [Hu et al., 2020] introduce aTriplet Au-
toencoder to investigate if children’s brains do have
functional connections that are uniquely for every in-
dividual such as a fingerprint. Therefore, they used
MRI scans of the brain of children. The latent space
representation is disentangled into an age, an iden-
tity, and a noise part. The age part is computed by
regression, the identity by reconstruction, and the
noise by adversarial learning. Thenetwork is denoted
as Triplet Autoencoder because it needs three data
points as input, two from the same patient at differ-
ent times and one from another patient.

Pseudo Healthy Images

The authors of [Xia et al., 2020] want to generate
pseudo-healthy images frompathological scans. This
means they want to predict how the image would
look like if the patient would be healthy. Therefore,
they want to disentangle pathological and anatomi-
cal factors by training three networks together: a seg-
mentor (U-Net [Ronneberger et al., 2015]) to detect
pathological tissue, a generator to generate healthy
images, and a reconstructor. For the inference pro-
cess, only the generator and segmentor are needed.
This is a supervised method but they also provide
a semi-supervised approach. They evaluate the im-
age quality by human raters and tested their network
on three data sets: Ischemic Stroke Lesion Segmen-
tation challenge 2015, Multimodal Brain Tumor Seg-
mentation Challenge 2018 (BraTS) [Menze and et al.,
2014] and the Cambridge Centre for Ageing andNeu-
roscience (Cam-CAN) data set [Taylor et al., 2017].

Age Prediction from Structural MR Images

The authors of [Zhao et al., 2019] want to predict the
age of patients based on their structural Magnetic
Resonance (MR) images. Therefore, they combine a
Variational Autoencoder with a supervised regressor
anddisentangle the age factor in the latent space rep-
resentation. The MR image is the input for both, the
Variational Autoencoder and the regressor. The out-
put of the latter is taken as a condition on the latent
space of the VAE. This approach enabled a more pre-
cise prediction compared to a standard feed-forward
regressor network and, through the disentangled age

factor in the latent space, offers a way to visualize
developmental schemes of the brain appearance by
generating images with the Variational Autoencoder.

Lung

CT Images and Dermatoscopic Images

Havaei et al. [2021] introduce a GAN-based network
applied to generate CT or dermatoscopic images.
Thereby, they disentangle the latent space into con-
tent and style and control these factors while im-
age generation. They denote the factors of varia-
tions conditioned on e.g. a class label as content and
the conditioning independent factors of variations
as style and denote their model as Dual Regularized
Adversarial Inference (DRAI). They apply their model
on CT scans of the Lung Image Database Consor-
tium image collection (LIDC-IDRI) [Armato III et al.,
2011] andontoHumanAgainstMachine (HAM10000)
[Tschandl et al., 2018] including dermatoscopic im-
ages of seven types of skin lesions. They showed that
this disentanglement approach achieved more con-
trol over the generated image and that their network
achieves a better disentanglement score than exten-
sions of an InfoGAN [Chen et al., 2016] among others.

COVID-19Mortality Prediction

Medical data sets are often unbalanced, e.g. tumor
size, compared to the whole body volume or mor-
tality rates compared to survival probability. In [Xiu
et al., 2021], the authors denote these cases as low-
prevalence scenarios and address them with differ-
ent examples like the mortality rate of COVID-19 pa-
tients, using data from the Duke University Health
System (DUHS). They hypothesize that rare events
are represented by extreme values of the latent fac-
tors and, thus, heavy-tailed distributions should be
considered. To predict the mortality probability of
COVID-19 patients, they combine a Variational Au-
toencoder framework, the extreme value theory, and
a regressor, which helps to disentangle the influence
of each latent dimension on the output likelihood.
They denote their network as Variational Inference
with Extremals (VIE) and claim to achieve better gen-
eralization and interpretability compared to regres-
sors like LASSO.
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Synthetic CT Image Generation

The authors of [Toda et al., 2021] use a modified ver-
sion of an InfoGAN [Chen et al., 2016] and a Wasser-
steinGAN [Arjovsky et al., 2017] to generate synthetic
images of lung cancer lesions. They denote their ap-
proach as a semi-conditional InfoGAN because they
add a third input to the generator, an additional vec-
tor including the information of the histological type
of the lesion which should be generated. Then, they
compare the results of a classifier pretrained on the
generated data from the InfoGANor on the generated
data fromtheWassersteinGANand thenfinetunedon
the original data. In general, the classification accu-
racy improved for both variants, compared to a clas-
sifier without pretraining. Unfortunately, all of the la-
tent code variables of the InfoGAN contain informa-
tionabout the chestwall, which limits the effect of the
factor controlled image generation. The authors hy-
pothesize that this is up to the fact that most of the
training data include the chest wall and their limited
latent space dimension. Nevertheless, they can con-
trol the size of the generated lesion.

Survival of Patients with Lung Cancer

The Authors of [Song et al., 2020] analyze CT scans
from patients with non–small cell lung cancer
(NSCLC), to figure out characteristics of patients
who could benefit from a specific therapy. They
use a BigBiGAN [Donahue and Simonyan, 2019]
based network to extract semantic meaningful latent
representations. They apply a regression method
to extract semantic meaningful features to give a
score to a patient to separate them into two groups
with respect to their survival probability. With this
meaningful latent representation, the results indicate
better predictions of survival compared to a previous
radiomics approach [Song et al., 2018], without the
need for handcrafted features.

COPD Severity

In [Chen and Batmanghelich, 2020] the authors want
to find signs for the severity of COPD disease of a pa-
tient in itsComputedTomography (CT) scans. There-
fore, they introduce a weakly supervised approach of
a Variational Autoencoder, where two scans are la-
beled with a binary label or a real-valued label de-

scribing the degree of similarity of the scans. In the
latent space representation of the VAE, they want
to identify factors that are related to the severity of
the disease. They separate the latent representation
into two parts, one to capture the information of in-
terest and one for the remaining. Then, like in β-
VAE, they regularize the Kullback-Leibler-Divergence
in the ELBO, see equation (1), but only for the distri-
bution of the latent representation part which cap-
tures the relevant information. The ground-truth fac-
tors are not available for the real world COPD data
set and, thus, most metrics are inapplicable. There-
fore, they apply a regressor on the latent space repre-
sentation topredict several factors, relevant forCOPD
severity. They evaluated the prediction of the regres-
sor with the R2 score and the Cohen’s kappa coeffi-
cient, achieving the best results compared to β-VAE
Factor VAE and TCVAE.

Heart

Anatomical Factor Disentanglement

Electrocardiogram (ECG) signals are influenced by
several factors like conduction properties of the
heart, electrode positioning or heart anatomy. In the
paper of Gyawali et al. [2021], they were able to dis-
entangle five factors of variations of the anatomy of
the heart. Therefore, they use a Variational Autoen-
coder where they generate the latent space distri-
bution with an Indian Buffet Process [Griffiths and
Ghahramani, 2011] instead of a factorized Gaussian
and therefore denote their network as IBP-VAE. They
encourage thedisentanglingof the latent space like in
β-VAE by givingmore weight to the Kullback-Leibler-
Divergence. Furthermore, they introduce a synthetic
data set of ECG signals generated from several factors
that enable them to evaluate theirmodel on that data
set with the β-VAE metric. They analyze the effect
of the disentangled representation on a downstream
task. They train a classifier to localize the origin of
ventricular activation, predicting one of 10 anatomi-
cal segments of the left ventricle (LV) of theheart. The
IBP-VAE achieved better results than the compared
Convolutional Neural Network (CNN).
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Ventricular Activation Origin

Gyawali et al. [2019] want to predict the location of
the origin of ventricular tachycardia (VT) from time-
series ECG data. To deal with this sequential data,
they introduce a network that consists of a Recurrent
NeuralNetwork, LSTMorGRU, followedby a sequen-
tial Autoencoder, whose latent space representation
is separated into twoparts. One part should catch the
informationabout the locationof theventricular acti-
vation, while the other part should represent patient-
individual variations. This separation is achieved by
applying a contrastive loss in the latent space.

ECG Beat Classification

[Van Steenkiste et al., 2019] applied the β−VAE net-
work onto ECG signals, to create a human inter-
pretable embedding that can be used to classify the
heartbeats as normal or paced. They compared the
β−VAE to a normal Autoencoder. As an Autoencoder
is not a generative model, traveling along the axis
of the latent embedding often results in invalid out-
puts. For the latent space embedding of the β−VAE,
they found twomeaningful and human interpretable
dimensions, while the remaining dimensions were
not significantly relevant for the reconstruction. The
meaningful dimensions encode basic shapes of a
beat, which combinations can represent any beat.
Therefore, they claim that classifiers, using this inter-
pretable embedding are no longer a black box.

Liver

Liver Patch Generation

In [Kleesiek et al., 2021] they apply an implicit Au-
toencoder [Makhzani, 2019] to patches from Com-
puted Tomography (CT) scans of liver lesions. In the
latent code representation, which they denote as dig-
ital signatures of the lesions, they are able to control
the spatial location and the tumor encoding informa-
tion. Manipulating the latent code by replacing the
tumor code part from a patch with a lesion, with the
one from a patch without lesion and vice versa let
them generate synthetic data. Furthermore, interpo-
lationbetween the tumor codepart of a patchwith le-
sion andonewithout lesion and vice versa gives them
the opportunity to control the appearing or disap-

pearing of a lesion. Additionally, they train classifiers
on the latent code, predicting if the inputpatch shows
a liver lesion or not, supporting their hypothesis that
the latent code can be seen as digital signatures of a
lesion, offering an alternative to popular radiomics
approaches [Gillies et al., 2016].

Liver Segmentation

The authors of [Yang et al., 2019] introduce a net-
work denoted as Domain-Agnostic Learning with
Anatomy-Consistent Embedding (DALACE) with the
goal of a representation that is invariant to different
modalities but contains anatomical structure infor-
mation. This means they want to disentangle the
anatomy and the modality information in the latent
space representation. They apply theirmodel to a do-
main adaption task and a domain agnostic learning
task. For thedomain adoption, they train thenetwork
on Computed Tomography (CT) scans with liver seg-
mentationmasks andMagnetic Resonance (MR) im-
ages without annotations, while the test procedure is
only done with MR images. For the domain agnos-
tic learning task, they train the network on CT scans
with liver segmentation masks and multiphase MR
images without annotations, testing only on multi-
phase MR images. For both tasks, the Dice score in-
creased if the disentanglement modules have been
removed. In their network they use a Domain Agnos-
tic Module consisting of two discriminators, distin-
guishing between real MR or CT images and gener-
ated ones, and an Anatomy Preserving Module, con-
sisting of a U-Net segmentation module and a dis-
criminator. They compare their methods to several
baselines, including CycleGAN [Zhu et al., 2017] and
gain better results, according to Dice scores.

Liver Lesion Classification

Ben-Cohen et al. [2019] claim to be the first ones ap-
plying disentanglement tomedical images. They cre-
ate synthetic images used for data augmentation to
improve the classification process of liver lesions in
Computed Tomography (CT) scans. Therefore, they
separate specific andunspecific factors of liver lesions.
Thismeans theyseparate individual characteristicsof
the lesions and general information like background.
This is done by first training a convolutional classi-
fier. For the second training step, this classifier is held
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fixed and an adversarial classifier is trained, whose
output is concatenated with the output of the first
classifier. This concatenated vector is the input for a
generator, reconstructing the original scan. With this
separation of the generator’s input, they can create
new synthetic data by replacing either the specific la-
tent representation part with one from another scan
or the unspecific one. They then include their syn-
thetic data in the trainingprocess to improve the clas-
sification prediction.

Prostate

MissingMRIModalities

The authors of [Shen et al., 2021] use a GAN-based
networkwith a disentanglementmodification to sep-
arate the information which they denote as skeleton
and flesh, independent of the modality. They want
to generate missing modalities as well as segmenta-
tion prediction. The network consists of a content
encoder getting all modalities as input, to learn the
shared anatomical information, while every modal-
ity is used separately for its own style encoder, catch-
ing the modality-specific information. They com-
pare their results to images generated from other
GAN-based methods, claiming to achieve better im-
age quality according to relevant details. They as-
sume that this is achieved by a better content code,
which is necessary tomaintain the anatomical struc-
tures of medical scans. They test the network on the
data sets BraTS [Menze andet al., 2014] andProstateX
[Litjens et al., 2014], which both containMR images.

Cell Data

Drug Treatment Response

Tumor cells behave differently from normal cells,
which is a cause of different gene expressions. To
distinguish gene expressions of normal and mutated
cells, the authors of Yu and Welch [2021], introduce
a combination of a Variational Autoencoder (VAE)
and a Generative Adversarial Network (GAN) to sam-
ple from a disentangled representation without vio-
lating data generation quality, as it usually occurs in
VAEs. They apply their network to single-cell gene ex-
pression data and want to predict their response to
drug treatment. Therefore, they first train a β-TCVAE

model to learn a disentangled representation. Then
they use the latent space representation of a cell,
given by the encoder of the VAE, as additional input
for the generator of a conditional GAN. With this ap-
proach, they are able to identify latent space dimen-
sions controlling different aspects of cellular identity
and predict unseen combinations of cell states.

Analyze Cancer Genome Atlas

In the work of [Kompa and Coker, 2020], the authors
apply a Unified Disentanglement Network (UFDN)
[Liu et al., 2014] to the Cancer Genome Atlas (TCGA)
[Ramos et al., 2020]. Theywant to achieve a disentan-
gled latent space representation of the cancer gene
expression data to be able to interpolate between
cancer types. Therefore, a standard Variational Au-
toencoder architecture is trained with different types
of input data. The network (UFDN) learns to distin-
guish inputdomainsbyadiscriminator applied to the
latent space of the VAE, while an additional discrimi-
nator of the output of the VAE ensures high decoding
quality. They applied the model to two classification
tasks. The model achieved comparable results like a
Random Forest and, up to the authors, additionally
offers a biologically relevant latent space representa-
tion of the Cancer Genome Atlas data.

Cell Characterization

In [Bica et al., 2020], the authors investigate the char-
acterization of cells using gene expression data. They
introduce DiffVAE, a Variational Autoencoder that
can be used to model and analyze the differenti-
ation of cells using single-cell RNA-seq data, and
a Graph-DiffVAE. They analyze zebrafish single-cell
data [Athanasiadis et al., 2017] and human pancre-
atic cells [Muraro et al., 2016]. The DiffVAE is an
MMD-VAE, this means the Kullback Leibler Diver-
gence in the loss function is replaced with the maxi-
mummean discrepancy (MMD) divergence between
q(z) and p(z). Up to the authors, the latent space dis-
entanglement is encouraged by assuming p(z) as a
normal distribution with a diagonal covariance ma-
trix. They introduce a pipeline that includes a clus-
tering mechanism of the latent representation of the
DiffVAE. Theydetect important genes for each cluster
and are able to map from clusters to cell types, and
compare their model to a Variational Autoencoder
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(VAE), an Autoencoder (AE), and Principal Compo-
nent Analysis (PCA)with respect to the cluster perfor-
mance,where the clustering of the latent space repre-
sentations of DiffVAE achieved the highest adjusted
rand score (ARI).

OtherMedical Applications

Histopathological Images

For histopathological images, color differences make
it challenging to analyze themwithDNNs. To address
this Moghadam et al. [2022] introduce two GAN-
based networks which use disentanglement strate-
gies to separate structural factors which are uniform
between data sets and colors which are specific for
each data set. The first network is designed for one-
to-one tasks while the second one is designed for
many-to-many tasks.

CT Artifact Reduction

Inspired by the success of β-VAE, Lee et al. [2021] in-
troduced a parameter β in a CycleGAN [Zhu et al.,
2017], to remove noise resulting from metal artifacts
from CT scans, which is known as metal artifact re-
duction (MAR). They want to disentangle the arti-
fact information from the artifact-free information.
Theywant to learn thedistributionof artifact-free im-
ages and images with artifacts. Therefore, they ap-
ply a generator to transform an artifact-free image to
an artifact image and vice versa with another gener-
ator. Weighting the first generator more in the loss
function, than the secondone, disentangles themetal
artifact from the generation process and makes the
MAR more efficient. Also, in the work of [Liao et al.,
2020], the authors consider artifact reduction, by in-
troducing a network denoted as Artifact Disentangle-
ment Network (ADN). They want to disentangle the
information about the artifacts, e.g. from hip pros-
theses, from the content information, e.g. anatom-
ical information, in the latent space representation.
Reconstructing Computed Tomography (CT) images
without the artifact factor in the latent space, reduces
artifact influence on the CT scans. They compare
a group of CT scans with artifacts, with a group of
CT scans without artifacts. The network consists of
several encoders, two encoders get the artifact im-
age as input, one learns the artifact factor represen-

tation and the other one learns the content represen-
tation. They compare their unsupervised method to
CycleGAN [Zhu et al., 2017] and other unsupervised
approaches, but also to supervised approaches like a
U-Net [Ronneberger et al., 2015]. Among the unsu-
pervisedsetting, theirnetworkachievedhigher image
quality than the compared baselines.

Nuclei Segmentation

To analyze three-dimensional cell cultures, one of
the basic requirements is to identify individual cells
or cell nuclei, which is denoted as nuclei segmenta-
tion. To address this challenge the authors of [Yao
et al., 2022] introduce a GAN-based network which
they denote as Aligned Disentangled Generative Ad-
versarial Network. Within this network, they separate
the content representation, which means the spatial
structure of the nuclei, from the style representation,
whichmeans the rendering of the structure.

Optical Coherence Tomography Images Noise Re-
duction

The authors of [Huang et al., 2021] introduce a GAN-
based network, called Disentangled Representation
and Generative Adversarial Network (DRGAN), to
clean and denoise Optical Coherence Tomography
(OCT) images. To train the model they need images
without noise, which can be obtained by taking mul-
tiple image acquisitions from the same position and
average over them. For the test prediction, they only
need the noisy image. They disentangle the content
and noise information by training separate encoder
and generator networks because they assume that a
noisy image can be separated into noise and content,
while a clean image only consists of content. They
use a loss function inspired by CycleGAN [Zhu et al.,
2017] andcompare their results to severalGAN-based
methods, achieving a high level of noise reduction.

Protein Self-Assembly

The authors of [Kalinin et al., 2021] analyze the
structural development in systems of interacting
anisotropic particles. They analyze the particle dy-
namics during the protein self-assembly process.
Therefore, they use an ensemble approach. That
means they train several convolutional networks,
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here modifications of a U-Net [Ronneberger et al.,
2015], in parallel to predict a segmentation map of
atomic force microscopy (AFM) data. Then the out-
put of this ensemble is used as the input of a rotation-
ally invariant Variational Autoencoder (rVAE) [Bepler
et al., 2019]. In the latent spaceof the rVAE, they could
disentangle the particle rotation fromother factors of
variation.

Gait Recognition

Theauthorsof [Zhanget al., 2020] analyzeRGBvideos
for analyzing human gait. They claim that exist-
ing methods either suffer from artifacts like clothing
or carried things or have high computational costs.
Therefore, they introduce an Autoencoder combined
with an Long Short-Term Memory (LSTM), where
theywant todisentangle the latent space into appear-
ance, canonical, and pose features. They claim that
with this disentanglement strategy they outperform
state-of-the-art networks.

Drug Discovery

The authors Polykovskiy et al. [2018] modified an ad-
versarial Autoencoder [Makhzani et al., 2016] with
two supervised disentanglement approaches to gen-
erate newmolecules with specific properties for drug
discovery. Therefore, they want to disentangle the la-
tent space from some properties of the proteins like
solubility or simple synthesis possibility. They de-
note the first disentanglement approach as predic-
tive disentanglement, where they minimize the mu-
tual information between the properties and the la-
tent space. The second approach is denoted as joint
disentanglementwhere adiscriminator learns to sep-
arate pairs of the latent representationwith the prop-
erties frompairs fromnoise. For the finalmodel, they
combine these two approaches and are able to gener-
ate novel molecules with favorable scaffolds.

6 Discussion

Disentanglement approaches offer a great potential
to overcome the black box characteristics of DNNs,
important for reliable medical applications. But
while being promising, several challenges remain to
be addressed:

Real-World Applications

With the results from our review with the search
string Disentanglement[Title/Abstract] restricted to
the period 01/01/2017 to 01/13/2022 on PubMed, we
showed that the concept of disentangled represen-
tations is widespread. Several methods applied dis-
entanglement strategies to improve the performance
of their networks or to gain control about different
factors of variation. A huge range of data modal-
ities is already considered. Imaging data are most
strongly represented, led by MR and CT scans. But
also applications to PET,OCT, andwhole slide images
are present, as well as several other data modalities
like ECG or Cell-data. In the reviewed studies, one
of the most popular disentanglement strategies is to
include a priori knowledge about the data into the
training process and separate the latent space repre-
sentation into two parts, like into content and style.
But also methods without this bias, like in [Higgins
et al., 2021], found their way to medical context. Fur-
thermore, an often applied use case in the reviewed
medical applications is to use the disentangled la-
tent space representation for regression tasks to pre-
dict a factor of interest. But also other applications
important for medical context, like image denois-
ing, missing modality handling and improving clas-
sification tasks through synthetic data usage benefit
from the disentanglement idea. Finally, to the best
of our knowledge, some of the technical disentangle-
ment approaches have not yet been applied to med-
ical data, e.g. Hessian Penalty [Peebles et al., 2020]
or [Lin et al., 2020], thus, there is potential for further
studies. Future challenges will still be to disentangle
latent representationswithas little apriori knowledge
of the data as possible while still being identifiable.

Generalization

The authors of [Montero et al., 2021] analyzed three
classes of Variational Autoencoders (VAEs) for their
generalization performance. Up to them, disen-
tangled representations increases interpretability of
a network and improve sample efficiency in some
downstreaming tasks but do not boost generalization
performance. They assume that disentangled rep-
resentations are necessary, but not sufficient for the
generalization task. Thus, future research could ex-
plore if disentanglement combined with other biases
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can improve the generalization performance and
other generative models, like GANs and Flow-based
models, with a disentanglement approach could be
analysed for their generalization performance. Fur-
thermore, [Montero et al., 2021] only tested on syn-
thetic data sets like dSprites and 3D shapes, thus,
even if generalization performance could be im-
proved there, generalization performance for medi-
cal data will probably be further challenging.

Independence and Compactness

Different realizations of ground truth factor can ex-
ist [Duan et al., 2019]. The request for compact rep-
resentations may offer a smaller set of possible so-
lutions but may not be the best representation. In
[Ridgeway and Mozer, 2018] they note the example
that an angle θ ∈ [0,360], describing the orientation of
an object, could be represented by sin(θ) and cos(θ)
reflecting the natural characteristics of the orienta-
tion while not being compact. They also argue that
a compact representation could lead to local optima
while training up to a constrained solution space
while allowing more dimensions in the latent code
for one factor would offer different equivalently good
optima. Interestingly, Higgins et al. [2021] observed
that the corespondents of a subset of neurons to the
full amount of neuronsmeasured with the Disentan-
glement score of Eastwood and Williams [2018], was
not one, whichmeans thatmore neurons correspond
to single information. Therefore, learning indepen-
dently distributed dimensions may not be the way a
human brain learns and latent space representations
should be organized. For some medical applications
one could ask if independence between the latent di-
mensions is necessary. Imagine a representationwith
the factors of variation: Gender, Chest size and Pelvis
size. If gender would be female, the latent space di-
mensions representing chest size and pelvis size fol-
low a different distribution, as if the gender would be
male or divers. Thus, these dimensions would not
be independent, but this representation would offer
more control to generate realistic images. Hence, fu-
ture research should concentrate on a uniform defi-
nition that is clearly describing the necessary and re-
questedproperties of disentangled latent representa-
tions.

Model-agnostic Approaches

In [Lin et al., 2020] they tried the FactorVAE [Kim
andMnih, 2019] regularizer on their InfoGAN-CR ap-
proach and compare it to their model without this
regularizer, which obtained a better disentanglement
score, with respect to the FactorVAE metric on the
dSprites dataset. On the other hand, they trained
a FactorVAE on dSprites and for the last batches
they add the CR-regularizer, but the disentanglement
score did not improve. Thus, they hypothesize that
GAN and VAE models need different disentangling
approaches, doubting the idea of a model-agnostic
disentanglement approach. Further research could
explore if different architectures really need different
disentanglement strategies, and if so, which strategy
works best for which network, or if one fundamental
disentanglement paradigm exists. Such an paradigm
would revolutionize this field, but requires a deepun-
derstanding of the theoretical background.

Evaluation

The evaluation of a disentangled representation is a
challenging task. Mostmetricsneedground truth fac-
tors to be computed. The possibility of different real-
izations of ground truth factor affects thesemeasure-
ments [Duanet al., 2019] and, hence, supervisedmet-
rics may not catch the real degree of a disentangled
representation. Apart from this, nearly all metrics
contain some failure modes, as [Sepliarskaia et al.,
2021] showed, thus, results should be used carefully.
And also the need of hyperparameter optimization or
the architecture-dependence of some metrics make
results hard to compare. Therefore, future challenges
will be the development of model-independent, un-
supervised and hyperparameter-free metrics. Espe-
cially in healthcare, the focus should be on unsuper-
vised ways for evaluation, as ground truth informa-
tion is often not available.

7 Conclusion

We presented several technical approaches for dis-
entanglement networks and review medical applica-
tions found on PubMed. According to our search
string we mainly found VAE- and GAN-based mod-
els applied for medical purposes, but no Flow-based
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models. Themost disentanglement approaches tried
to separate content and style and boost network per-
formance or improved interpretability of the latent
space, helping to overcome the black box character-
istic of the networks. To conclude, we

• providedanoverviewof currentmedical imaging
works,wheredisentanglementplays thekey role;

• conducted a comprehensive introduction and
background foundation of disentanglement;

• introduced common metrics used in disentan-
glement;

• extracted challenges and future work in the field
of medical disentanglement.
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Appendix:

7.1 Information theory

Entropy
The Entropy of a discrete random variable X is de-
fined by

H(X ) = ∑
x∈X

p(x) log(p(x))

where p is the probability mass function. It can
be analogously defined for continuous random vari-
ables with a density function p:

H(X ) =
∫
X

p(x) log(p(x))d x

The Entropy of a random variable X measures its un-
certainty. This means, equally distributed random
variables have a high entropy as every state is equally
likely. Otherwise, a random variable like:

X =
{

1 with probability 0.99
0 with probability 0.01

has a low entropy as it is kind of reliable that the value
of the random variable will be one.
Mutual Information:
For two discrete random variables X and Y , jointly
distributed with respect to the joint probability mass
function p(x, y) themutual information is given as:

I (X ,Y ) = ∑
x∈X

∑
y∈Y

p(x, y) log
( p(x, y)

p(y)p(x)

)
This can analogously be defined for continuous vari-
ables with density function:

I (X ,Y ) =
∫
X

∫
Y

p(x, y) log
( p(x, y)

p(y)p(x)

)
d xd y

The mutual information between two random vari-
ables measures howmuch information they share.
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7.2 Kullback-Leibler-Divergence

The Kullback-Leibler Divergence is a measure for the
difference between two distributions. Even if it is not
a realmetric, as it is not symmetric, it is a popular tool
to compare distributions. For two distributions p(X )
and q(X ) of continuous random variable X , it is de-
fined as:

DK L(p(X )||q(X )) =
∞∫

−∞
p(x) log(

p(x)

q(x)
)d x

where p(x) and q(x) are the density functions of p(X )
and q(X ). For discrete probability distributions p(X )
and q(X ) it is defined as:

DK L(p(X )||q(X )) =− ∑
x∈X

p(x) log(
p(x)

q(x)
)

Derivative of the ELBO:
log

(
p(x(i ))

) = ∫
Z

p(z|x(i )) log
(
p(x(i ))

)
d z

= Ez∼p(Z |x(i )) log
(
p(x(i ))

)
= Ez∼p(Z |x(i )) log

( p(x(i )|z)p(z)
p(z|x(i ))

)
= Ez∼p(Z |x(i )) log

( p(x(i )|z)p(z)
p(z|x(i ))

q(z|x(i ))
q(z|x(i ))

)
= Ez∼p(Z |x(i )) log

(
p(x(i )|z)

)
+Ez∼p(Z |x(i )) log

( q(z|x(i ))
p(z|x(i ))

)
+Ez∼p(Z |x(i )) log

( p(z)
q(z|x(i ))

)
= Ez∼p(Z |x(i )) log

(
p(x(i )|z))

+K L(q(z|x(i ))||p(z|x(i )))

−K L(q(z|x(i ))||p(z))

= Ez∼p(Z |x(i )) log(p(x(i )|z)

−K L(q(z|x(i ))||p(z))

7.3 Generative Adversarial Network

The discriminator D of a GAN should learn a distri-
bution representing the probability that the input is a

sample from p(X ) compared to q(X ). Thus:

D(x) = p(x)

p(x)+q(x)

Thus, the terms of the minimax game can be written
as:

Ex∼p(X )[log(D(x))]+Ez∼p(Z )[log(1−D(G(z))]

= Ex∼p(X )[log( p(x)
p(x)+q(x) )]+Ez∼p(Z )[log(1− p(G(z))

p(G(z))+q(G(z)) )]

= log( 1
2 )Ex∼p(X )[log( p(x)

1
2 (p(x)+q(x))

)]

+ log( 1
2 )Ez∼p(Z )[log(2− p(G(z))

1
2 (p(G(z))+q(G(z)))

)]

= − log(4)((Ex∼p(X )[log( p(x)
1
2 (p(x)+q(x))

)]

Ez∼p(Z )[log( q(G(z))
1
2 (p(G(z))+q(G(z)))

)]

Therefore, playing this minimax game is a optimiza-
tion of the Jensen-Shannon-Divergence:

JSD(p(X ), q(X )) = 1
2 DK L(p(X )||1

2 (p(X )+q(X )))

+1
2 DK L(q(X )||1

2 (p(X )+q(X )))

for two probability distributions p(X ) and q(X ).

7.4 Wasserstein-1 metric, Earth-Mover-
Distance

TheWassersteinmetric of two distributions p(X ) and
q(X ) of a random variable X is defined as:

W (p(X ), q(X )) = inf
γ∈Π(p(X ),q(X )

E(x,y)∼γ[‖x − y‖]

where Π(p(X ), q(X )) denotes the set of all possible
joint distributions of the marginal distributions p(X )
and q(X ) [Arjovsky et al., 2017].
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