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Abstract

Coronavirus (COVID-19) is a contagious disease caused by SARS-CoV-2 virus. Usually, COVID-19 is diagnosed by PCR

test, which requires less human expertise, but this test’s false-negative ratio is high. COVID can also be diagnosed from

radiographs such as CT-scan and X-ray, but it requires expert radiologists. So there is a need for an automated way to

interpret chest radiographs using artificial intelligence. Several labelled datasets and deep learning algorithms are available to

diagnose corona patients using radiographs. These algorithms classify the images into predefined categories such as healthy

or infected. But there is no way to know how much area of chest radiograph is infected by COVID. This paper proposed

an ensemble network to predict COVID-19 percentage infection from a chest CT scan. The proposed ensemble network used

squeeze and excitation bock to learn individual models’ weights during the training process. On validation data and test data,

the proposed approach obtained a mean absolute error of 4.469 and 3.64, respectively. Implementation is publicly available at

https://github.com/talhaanwarch/Covid-Infection-Estimation

1



SEnsembleNet: A Squeeze and Excitation based
Ensemble Network for COVID-19 Infection

Percentage Estimation from CT-Scans

Talha Anwar1[0000−0002−7343−8500]

Independent Researcher, Pakistan
chtalhaanwar@gmail.com

Abstract. Coronavirus (COVID-19) is a contagious disease caused by
SARS-CoV-2 virus. Usually, COVID-19 is diagnosed by PCR test, which
requires less human expertise, but this test’s false-negative ratio is high.
COVID can also be diagnosed from radiographs such as CT-scan and
X-ray, but it requires expert radiologists. So there is a need for an
automated way to interpret chest radiographs using artificial intelli-
gence. Several labelled datasets and deep learning algorithms are avail-
able to diagnose corona patients using radiographs. These algorithms
classify the images into predefined categories such as healthy or infected.
But there is no way to know how much area of chest radiograph is in-
fected by COVID. This paper proposed an ensemble network to pre-
dict COVID-19 percentage infection from a chest CT scan. The pro-
posed ensemble network used squeeze and excitation bock to learn indi-
vidual models’ weights during the training process. On validation data
and test data, the proposed approach obtained a mean absolute error
of 4.469 and 3.64, respectively. Implementation is publicly available at
https://github.com/talhaanwarch/Covid-Infection-Estimation
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1 Introduction

Since the end of 2019, the world has faced a severe pandemic, the Coronavirus,
which has affected hundreds of millions of people and caused the death of more
than 5 million people worldwide. Though Corona vaccine is available, its efficacy
declines with time, and a booster dose is needed. Reverse Transcriptase Poly-
merase Chain Reaction (RT-PCR) tests are usually used to diagnose COVID,
but these tests have false-negative rates and are time-consuming [13]. As COVID
is a respiratory disease, chest CT-scan and X-ray can be used as additional tools
to reduce the chances of false-negative reports. Only expert radiologists and pul-
monologists can diagnose from CT scan or XRay. However, with the exponential
increase in COVID cases, an automated way of diagnosis from radiographs is
required that can reduce the burden from the clinicians and enhance the level
of confidence [17, 8].
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Hundreds of research papers have been published to provide better and better
solutions to automate the diagnosis process via radiographs[16, 1]. EfficientNet
model with reduce on learning rate policy using CT scan slices achieved an F1
score of 90% [3]. Choosing proper deep learning models and the other hyper-
parameters to achieve a good result is time-consuming, so AutoML models are
also proposed. T.Anwar used the AutoML technique on a CT-scan dataset com-
prised of 1560, 374 and 3455 3D scans for training, validation, and testing. Model
is first trained on 2D slices and using rule based technique predictions from 2D
slices are assigned to 3D scans. A macro F1-score of 89% and 88% on validation
and test data is obtained, respectively [2]. Bougourzi et. al. also classify 3D scans
in two stages. In stage 1, four models are trained on 2D slices and using the pre-
trained models in stage II with XGBoost 3D CT scans are classified [5]. These
studies are based on images only, IU. Khan et. al. incorporated different vitals
features such as temperature, pulse, respiratory rate, blood pressure, cough, etc.
Comorbidities-based questions include whether the patient has diabetes, hyper-
tension, cardiac, kidney, or any other disease are also incorporated. With clinical
and images data combined 98% F1-score is obtained [12]. These studies tried to
solve the classification problem of whether a person has COVID.

None of these studies tried to estimate the percentage of infection from the
radiograph. F. Bougourzi et. al. proposed a dataset and a baseline approach to
overcome this limitation that resulted in a 5.10 mean absolute error [6].

In this paper, we tried to improve the F. Bougourzi et. al. work and proposed
a deep ensemble network that learnt the weighted average for each model in the
ensemble network.

2 Materials and Methods

2.1 Dataset

The dataset is comprised of three sets: train, validation and test set [6]. Train
set consists of 132 CT-scans among 128 are labelled as COVID infected and
4 CT-scans are infection-free. The validation dataset has 57 CT scans, among
which 55 scans are COVID infected. The labelling is performed based on reverse
transcription-polymerase chain reaction (RT-PCR). All these 3D CT scans are
converted to 2D slices and two experience radiologist manually labels each slice
according to the slice area infected by the COVID. The healthy CT slices are
assigned the label zero because there is no infection in those slices. Visually the
test data images looked different than validation or train data. Various image
statistics such as average, standard deviation and root mean square are applied
to verify this.

2.2 Deep learning architectures

Deep learning is a branch of artificial intelligence that inputs raw data. Deep
learning extracts features automatically from this data to perform specific tasks.
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Deep learning requires a large amount of (preferably) labelled data and sub-
stantial computation. There are multiple deep learning models; each requires a
different amount of time and computation power to achieve a certain perfor-
mance. In the early era of deep learning, it was believed that stacking layers
increased performance. ResNet model proposed in December 2015 rejected this
concept and proved that adding layers helped to some extent [10]. ResNet ar-
chitecture proposed a concept known as identity function from shallow network
to deep network, which acted as skip connection and skipped specific layers in
between. If adding more layers reduces the performance, the model prefers to
skip these layers by learning the identity function; otherwise, keep the layers.
So in both cases, the model performance increased. Six ResNet family members
from TIMM library [19] pre-trained model on ImageNet data are used in this
study. The list is as follow.

Table 1. Pre-trained model paper publishing year, total parameters counts, top 1 and
5 accuracies

Model Name Year Parameters top1 top5
resnest50d [20] 2020 27 Million 80.96% 95.38%
resnetrs50 [4] 2021 35 Million 79.89% 94.96%
seresnext50_32x4d [11] 2018 28 Million 81.27% 95.62%
ecaresnet50t [18] 2020 25 Million 82.35% 96.13%
skresnext50_32x4d [14] 2019 27 Million 80.15% 94.64%
seresnet50 [11] 2018 28 Million 80.26% 95.07%

After the last layer in each architecture, three more layers are added with the
number of neurons as 500, 250 and 1. The batch size is set to 72 except for the
skresnext50_32x4d where it is reduced to 48 because of memory issues as this
model take more space and time. We used AdamW optimizer with a learning
rate of 1e-3.

2.3 Data Transformation

All the images are resized to 256x256 and then center cropped to 224x224. The
augmentation techniques applied are random horizontal flipping and shift scale
rotation. Images are normalized and converted to tensors. For transformation
Albumentations package is used [7].

2.4 Learning rate schedulers

Learning rate is an essential hyper-parameter for the training of deep learning
models. The learning rate value should not be too large or too small, causing
non-convergence or prolonged training. With AdamW optimizer learning rate of
1e-3 usually work well, but this can be improved by using a dynamic learning
rate. The learning rate changes during the iteration process, resulting in faster
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training and better convergence in the dynamic learning rate. For dynamic learn-
ing rates, learning rate schedulers are used. In this study , cosine annealing and
cosine annealing warm restarts learning rate schedulers are used [15] along with
constant learning rate. The cosine annealing learning rate function has a large
learning rate in the start that decreased to a lower learning rate value and then
raised to a large learning rate. This process is repeated during the training pro-
cess. High learning rates prevent the model from stucking in local minima, and
low learning rates help converge in true global minima. In the warm restart, the
learning rate is initialized to some value before starting to decrease.

2.5 Loss Function

Smooth L1 loss [9] is used as a loss function. It acts as an mean square error
(MSE) loss if the absolute element-wise error is below β; otherwise, it work as
mean absolute error (MAE) loss. The value of β is set to 1. Eq 1 shows the
smooth L1 loss equation.{

0.5 ∗ (xn − yn)
2/β if |xn − yn|β

|xn − yn| − 0.5 ∗ β otherwise
(1)

2.6 Cross validation

Five fold cross-validation is applied on the subject level to avoid over-fitting
and it provides an accurate picture of model performance. First, all six archi-
tectures for all three learning rate schedulers are trained with Group K fold
cross-validation where the group is the subject ID. In each fold, the validation
data and test data are predicted, and the predictions of 5 folds are averaged.
Figure 1 shows the cross validation pipeline.

Train

Test

5 Fold cross
validation

6 ResNet
Varients

Ensemble

5 outputs (1 for
each fold)

Simple average for
final test predictions

Fig. 1. Cross validation pipeline flow diagram

2.7 Model ensemble technique

Average Ensemble Once all six models are trained, layers of all models are
frozen and the last three linear layers are removed. The input is passed through
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all six frozen models’ layers, and the output is stacked and averaged. This out-
put is passed to new three layers with the number of neurons as 500, 250 and 1.
These new layers are re-trained. The remaining process is the same as in individ-
ual model training. Here five-fold cross-validation is also applied such that the
splitting is not randomized to make sure there is no data leakage. The output
from 5 fold on the validation data and test data is finally averaged.

Weighted Ensemble After the model stacking, the data is passed to the
squeeze and excitation block (SE block) before the averaging. In 2D convolu-
tion, a feature map is generated from each input channel to produce the output
channels where equal weight is given to all input channels information of output
channels. SE block adds a content-aware mechanism that weight each channel
adaptively. In simple words, SE block acts as an attention mechanism that gives
more weight to essential features in the feature map. The SE block is comprised
of two components, squeeze and excitation. The squeezing part captures the
global information by using the global average pooling layer from each input
channel. The excitation part comprises two fully connected layers that serve the
purpose of adaptive calibration by generating weights for each input feature map
[11]. We utilize this mechanism, but instead of feeding convolution features map,
we fed features map from fully connected layers of each network. So the SE block
assigns the weightage to each pre-trained network instead of equally weighting
them. Figure 2 shows the weightage ensemble process pipeline.

Model 1

Model 1

Model n

Feature layer

Feature layer

Feature layer
Feature
Stacking

Squeeze Excite

Weighted 

Features


Scale

W
eighted average

features

R
egression

layer

Squeeze and Excitation Block

Fig. 2. Weighted ensemble network flowchart

3 Results

In this study, COVID-19 percentage is estimated from CT-scan slices using dif-
ferent deep learning models. Mean, standard deviation and root mean square of
the data is calculated to check their distribution. Table 2 shows the data dis-
tribution and the distribution of test data is different that train and validation
data.
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Table 2. Data distribution in different sets

Average Standard deviation Root Mean Square
Train 126.08 94.26 157.56
Validation 124.95 94.15 156.55
Test 72.65 63.32 96.91

The results are obtained by averaging the predictions during five-fold cross-
validation. In the case of a single model, ResNest50d got the best result. It
received 5.072, 4.1, and 4.056 mean absolute error with constant learning rate,
cosine annealing, and warm restarts learning rate policy. Figure 3 shows the
mean absolute error for five fold cross validation for individual deep learning
models and ensemble models.
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Fig. 3. Average 5 folds MAE using different models and schedulers

Table 3 shows the mean absolute error on validation data. The lowest MAE
score of 4.46 is obtained by ensembling the model with SE block. We did not test
the performance of models on validation with constant learning rate as constant
learning rate performed poor in 5 fold cross-validation. Our proposed approach
reduced the error rate by 0.64 from baseline [6].

For final test predictions we got mean absolute error of 3.64 with SE Ensemble
network with cosine learning rate scheduler.
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Table 3. MAE on validation data

Technique Scheduler MAE
Ensemble Cosine 4.504109
Ensemble Warm 4.480184
SE ensemble Cosine 4.469321
SE Ensemble Warm 4.476814

4 Conclusion

This paper discuss the COVID-19 percentage estimation from CT-scan slices.
Different deep learning architectures with varying learning rate schedulers are
used and compared. Models are ensembled by simple or weightage averaging
technique. Squeeze and excitation (SE) block is used as an attention mechanism
to give weights to individual models used in the ensemble. With cosine annealing
learning SE Ensemble model obtained the lowest mean absolute error of 4.46 on
the validation data. This block reduced the error by 0.04 with very little extra
computation. The test data used has different distribution and the error rate
obtained is 3.64.
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