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Abstract

Coronavirus (COVID-19) is an infectious disease caused by the SARS-CoV-2 virus. Most infected people will experience
moderate to severe respiratory illnesses and recover without the need for specialized treatment. Some, on the other hand, will
become quite ill and seek medical care. Older people and those with poor health conditions such as cardiovascular disease,
diabetes, chronic respiratory disease, or cancer are more likely to develop serious illness. Anyone can get sick with COVID-
19 and get very sick or die at any age. Pneumonia is also an infection in one or both lungs caused by bacteria, viruses, or
fungi. The infection leads to inflammation in the air sacs of the lungs, which are called alveoli. The alveoli get clogged with
fluid or pus, making breathing difficult. So, for detecting the COVID-19 and Pneumonia in now a days become costly and
time taking process especially for common people and radiologists. This paper introduces AUTO- ML process to detect the

diseasesc(COVID or Pneumonia) inside the human lung.
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Abstract—Coronavirus (COVID-19) is an infectious disease
caused by the SARS-CoV-2 virus. Most infected people will
experience moderate to severe respiratory illnesses and recover
without the need for specialized treatment. Some, on the other
hand, will become quite ill and seek medical care. Older people
and those with poor health conditions such as cardiovascular
disease, diabetes, chronic respiratory disease, or cancer are more
likely to develop serious illness. Anyone can get sick with COVID-
19 and get very sick or die at any age. Pneumonia is also an
infection in one or both lungs caused by bacteria, viruses, or
fungi. The infection leads to inflammation in the air sacs of the
lungs, which are called alveoli. The alveoli get clogged with fluid
or pus, making breathing difficult. So, for detecting the COVID-
19 and Pneumonia in now a days become costly and time taking
process especially for common people and radiologists. This paper
introduces AUTO- ML process to detect the disease(COVID or
Pneumonia) inside the human lung along with severity of the
disease without any extra cost.

Keywords—COVID-19, Pneumonia, Severity, AUTO-ML, X-
Rays, Virus, lungs

I. INTRODUCTION

Since 2020, we see world suffering from dangerous virus
called COVID-19 [1]. Once the patient effected by this virus
it will act as a slow poison to him to die main reason for
this is respiratory problem, this virus will infect all tissues
inside the lungs so, slowly it will be very hard to the human
to take breath and finally he will die. In mean time every
doctor will do chest x-ray scan to measure the severity of the
disease and infection inside the lungs. Usually medical guys
will know the status of the disease very easily by seeing the
reports and X-ray images but the public who don’t have idea
on medical terms they will not understand the infected area
and infected severity. After having above idea in our mind
we just want to do research on available X-Rays to know
the severity of the disease and level of infection inside the
body so that public can alert and have a chance to consult or
ask doctor for remedy for the damage and doctors can easily
identify and give proper medication to the patient. I thought to
explore X-ray images as doctors frequently use X-rays and CT
scans to diagnose pneumonia, lung inflammation, abscesses,
and enlarged lymph nodes. We can utilise X-rays to assess
the condition of a patient’s lungs since COVID-19 affects the
epithelial cells that line our respiratory system. Given that
nearly all hospitals have X-ray imaging machines, it could
be possible to use X-rays to test for COVID-19 without the
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dedicated test kits [2]. One disadvantage is that X-ray analysis
requires a radiology expert and takes a long time, both of
which are valuable resources when people are sick all over the
world. As a result, establishing an automated analysis system
is essential to save significant time for medical professionals.
If we have Image noise for our dataset what we have to do?
What is the percentage of noise on the image? How we have
to reduce that noise level on the image? The common types
of noise that are present in x-ray images are Poisson noise,
salt and pepper noise, and speckle noise. The salt and pepper
is seen in the image as white and black pixels respectively.
The uneven distribution of x-rays across the receptor surface
causes poison noise. Speckle noise, on the other hand, appears
as a granular appearance in an image and is caused by random
oscillations in the return signal from an item that is smaller
than a single image processing unit. Speckle noise has the
ability to raise the mean grey level in a specified area. Machine
learning models can benefit from an image pre-processing step.
Pre-processed images can help a basic model achieve high
accuracy when compared to a more complex model trained
on images that were not pre-processed. The Open-CV and
PIL Python libraries allow you to apply a variety of digital
filters. The convolution of an image with a kernel is used to
apply a digital filter (a small matrix). A kernel is an n x n
square matrix were n is an odd number. The kernel depends
on the digital filter [3] .

We have different types of techniques to remove the noise
inside the image [4,5,6,7] such as

e Mean filter

o Speckle Filter

o Median Filter (Highly recommended filter to remove Salt

and pepper noise)
o Unsharp Filter
o Conservative Filter

II. RELATED RESEARCH

Shivani Guptaa, Atul Guptab they performed a systematic
review on noise identification and handling studies published
on various conferences and journals between January 1993
to July 2018. They identified 79 primary studies are of
noise identification and noise handling techniques. After in-
vestigating these studies, they found that among the noise
identification schemes, the accuracy of identification of noisy



instances by using ensemble-based techniques are better than
other techniques. However, in terms of efficiency, single-based
algorithms are usually preferable since they are better suited
to noisy data sets [8].

Brett K talks about the EHR data how and where the medi-
cal records were collecting and how de-noising auto encoders
perform dimentionality reduction enabling visualization and
clustering for the discovery of the new subtypes of the disease
[9].

Vision Pro Deep Learning is used to classify these Chest
X-rays from the COVID dataset. The results are compared
with the results of COVID-Net and various other state-of-the-
art Deep Learning models from the open-source community.
Instead of using the complete image, the initial step is to
segment the lungs, and then execute the classification step
on the segmented lungs separately [10]. Apart from that deep
learning based approach for the identification and localization
of pneumonia in Chest X-rays (CXRs) images.

Mask RCNN based model gives more accurate pixel wise
semantic segmentation than faster RCNN for pneumonia prone
regions in the lungs were discussed by Sachin Kumar and his
team [11].

Madhava raja and his team develop a Deep-Learning System
(DLS) to diagnose the lung abnormality using chest X-ray
(radiograph) images.

(i) Conventional chest radiographs

(i1) Chest radiograph treated with a threshold filter.

The initial experimental evaluation is carried out using the
tradi- tional DLS, such as AlexNet, VGG16, VGGI19 and
ResNet50 with a SoftMax classifier. The results confirmed
that, VGG19 provides better classification accuracy (86.97%)
compared to other methods [12]. To develop the system to auto
detect the covid-19 positive cases such that they selected few
different methods in each level and tested the dataset against
the model. Convolutional Neural Network with a classification
accuracy of 83.02% and a superior AUC of 0.907, which
would mean a better ability to detect the COVIDI19 using
this method. 100% accuracy on the validation set using the
feed-forward neural network, and this is using as inputs the
flattened image and the texture features. Feature-based feed
forward NN with an 84.02% classification accuracy and an
AUC of 0.850 [13].

III. METHODS TO DEDUCT DISEASE AND SEVERITY

In this section, we first introduce the overall architecture
of the detection of noise, disease and its severity. Then, we
discussed about the AUTO-ML process that we used to run
and present the results.

A. Noise Detection Architecture

By using chest x-ray dataset we build a model to convert
the given images to HSV and Gray scale images by using
OpenCV library. With the help of same library we will apply
the different types of noise detecting and removing algorithms
such that it will remove different type of noisy data on the
image. In the next step I will store all the output images to

different folders based on the filter name as shown in the figure
1 so, that it will helpful while applying the detecting algorithm
and severity model. The main advantage of doing this is to test
the same image by removing different noisy data on it if we
do so I hope I will get good results with more accuracy. In
the same way, we will take sample of testing images to test
the model on both diseases
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Fig. 1. Noise filtering process on chest X-ray images

B. Architecture For Disease And Severity

In the Second phase of my research, we developed a model
to detect the disease affected to the human based on the chest
x-ray it may be Covid-19 or Pneumonia. This model will give
Total accuracy for given dataset and the table which specifies
number of the x-rays those are effected by specific disease. In
the next step as shown in figure 2, severity can be calculated
by using RALO dataset given by the radiologists [14]. This
severity model will take specific disease chest x-ray as an
input and will give severity scale in the form extent of lung
and degree of opacity.

C. AUTO-ML

Utilization of Machine Learning is common in all the fields
including health care but most hospitals are not currently
deploying machine learning solutions. One reason for this is
that health care professionals often lack the machine learning
expertise that is necessary to build a successful model. To
make machine learning techniques more accessible and elimi-
nate the need for human specialists. Most of the models wants
a human interaction in each stage to add, deploy and run the
model. Don’t we run the machine learning models without
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Fig. 2. Detecting the severity of the disease infected chest X-ray image

human interaction in such a way that a model should take input
from the user and run on its own way to give output? Yes, we
have automated machine learning (AutoML) has emerged as a
growing field that seeks to automatically select, compose, and
parametrize machine learning models, so as to achieve optimal
performance on a given task and/or dataset [15].

The Auto Machine Learning is technique that machine will
run the code by taking the input from user. As shown in figure
3, pipeline it will take set of filtered chest images as input and
it will run couple of Machine Learning models to detect and
report the severity of the disease. There are several key chal-
lenges to applying machine learning in the healthcare space
that make it very difficult to deploy AutoML solutions [15].
Creating a high-quality, representative, and diverse dataset is
a significant hurdle in every machine learning project. The
machine learning model should ideally be trained with data
that is identical to the format and quality of data that will be
utilised later.

Using Machine learning model in health care department
is not popular now a days because of not having ML experts
in health care department and the models are not giving the
accurate performance and the main reason for this is lack of
data. If the person wants to run the ML model he should have
idea on what we are running and how we have to run the
model. But if we have a model or Auto ML technique it will

be easy to run and get the results.
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Fig. 3. Auto ML Pipeline

IV. RESEARCH MATERIALS AND QUESTIONS

In this section, we discuss the method for the analyses I
have carried out and worked to get the severity and detection
of the disease.

A. Analysing the Chest X-ray Image

X-ray images as a doctors frequently use X-rays and CT
scans to diagnose pneumonia, lung inflammation, abscesses,
and enlarged lymph nodes. Since COVID-19 attacks the ep-
ithelial cells that line our respiratory tract, we can use X-rays
to analyse the health of a patient’s lungs [16]. To analyse the
X-ray images we should know the different parts of the X-rays
for example if the lungs filled with total air then what it will
show in X-ray, what if we have bone fractures inside the lungs.
What will be the identification of other tissues, normally Air
appears black, fat appears gray, soft tissues and water appear as
lighter shades of gray, and bone and metal appear white. The
whiter the tissue appears on x-ray, the denser it is. Less dense
tissues appear radiolucent and black on the film, while denser
tissues seem radiopaque and brilliant on the film. Medical
students, junior doctors, and other allied health workers must
be able to review chest x-rays. Using A, B, C, D, E is a helpful
and systematic method for chest x-ray review [16].

A: airways

B: breathing

C: circulation

D: disability (bones - especially fractures)

E: everything else

B. Research Questions

RQ1: As a radiographer, your goal is to complete an
imaging exam that gives you enough information to make
an accurate clinical diagnosis from day to day, from patient
to patient. The X-ray intensity used by the imaging system
to create the image has varied due to the patient’s anatomy.
However, the inherent statistical “noise” associated with the X-
ray generation process is superimposed on this image “’signal.”
There are two major obstacles, as you will see. One is
that the X-ray process is governed by natural rules that we
cannot change and whose characteristics result in unavoidable
“noise”. The second is that noise is generated by numerous
processes in the X-ray picture capture process, but it can
be reduced by proper detector design. The distracting visual
appearance of statistical noise (sometimes known as “salt and
pepper” noise) relative to the size of the signal variations
generated by the patient’s anatomy can reduce the visibility
of subtle, clinically important features in a chest X-ray test



where only a small amount of radiation was used to create
the image (low exposure). As a result of this, the radiologist’s
diagnostic confidence may be lowered.

RQ2: Novel coronavirus disease (COVID-19) is the most
challenging problem for the world. The disease is caused
by severe acute respiratory syndrome coronavirus-2 (SARS-
COV-2), leading to high morbidity and mortality worldwide.
The COVID-19 test is typically done on respiratory samples
obtained by a nasopharyngeal swab. A nasal swab or sputum
sample may be utilised instead. Results are generally available
within hours based on the test type. Chest X-rays scans may
be helpful to diagnose COVID-19 in individuals with a high
clinical suspicion of infection. Radiology experts will have
possibility to detect the COVID-19 virus using chest X-rays.
For this detecting we have to analyse the negative chest X-
rays along with normal or positive X-rays to identify whether
the two lungs are effected or not. People with these symptoms
may have COVID-19. People with these symptoms may have
COVID-19:

o Fever or chills

« Cough

o Shortness of breath or difficulty breathing
o Fatigue

« Muscle or body aches

o Headache

o New loss of taste or smell
o Sore throat

o Congestion or runny nose
o Nausea or vomiting

o Diarrhea

RQ3: Pneumonia Detection X-rays of the chest are used
to determine the severity. Pneumonia is a lung illness in
which one or both lungs become inflamed. A virus, bacterium,
fungus, or other organisms can cause it. In most cases, the
infection is contracted by inhaling germ-laden air. To diagnose
your disease, your doctor may perform a physical exam and
utilise a chest x-ray, chest CT, chest ultrasound, or a needle
biopsy of the lung. Thoracentesis, chest tube implantation, or
image-guided abscess drainage may be used to further assess
your health and lung function. Young children and those over
the age of 65 are the most vulnerable to pneumonia. Your
doctor will use an x-ray to examine your lungs, heart, and
blood vessels in order to determine if you have pneumonia.
The radiologist will search for white areas in the lungs
(called infiltrates) that indicate an infection when reading the
x-ray. This examination will also detect whether you have
any pneumonia-related complications, such as abscesses or
pleural effusions (fluid surrounding the lungs). Pneumonia can
have catastrophic consequences, such as respiratory failure,
infection spread, and fluid around the lungs, abscesses, or
uncontrolled inflammation throughout the body (sepsis). Be-
cause the illness can be fatal, it’s critical to get medical help
right away if you’re experiencing these symptoms. Symptoms
of pneumonia include the ones listed below. Patients with
pneumonia could have the following symptoms:

o cough that produces phlegm or sometimes blood
o fever

« shortness of breath or difficulty breathing

o chills or shaking

o fatigue

e sweating

« chest or muscle pain

V. EXPERIMENT EVALUATION
A. Data preparation and Augmentation

We have used a large publicly available chest x-ray datasets
in those folders we have a team of researchers from Qatar Uni-
versity, Doha, Qatar, and the University of Dhaka, Bangladesh
along with their collaborators from Pakistan and Malaysia in
collaboration with medical doctors have created a database of
chest X-ray images for COVID-19 positive cases along with
Normal and Viral Pneumonia images. This COVID-19, normal
and other lung infection dataset is released in stages. In the first
release they have released 219 COVID-19, 1341 normal and
1345 viral pneumonia chest X-ray (CXR) images. In the first
update, they have increased the COVID-19 class to 1200 CXR
images. In the 2nd update, they have increased the database
to 3616 COVID-19 positive cases along with 10,192 Normal
and 1345 Viral Pneumonia images [16] [17]. A dataset of 2373
Chest X-ray (CXR) images from Stony Brook Medicine. Each
CXR has been scored by two radiologists. There are multiple
CXRs per patient and temporal information is included [18].
Severity can be taken from RALO (Radiographic Assessment
of Lung Opacity) dataset in which Radiological scoring was
performed by three blinded experts [18]. A dataset of 3,875
images for training of pneumonia with 1341 normal chest x-
rays. Testing with 390 images and 234 normal images for it.
They have used 9 pneumonia images and 8 normal images for
validation of model [19].

B. Data Augmentation

Data augmentation is a technique that allows practitioners
to increase the variety of data available for training models
without having to collect additional data. The technique of in-
creasing the number of training samples by transforming the
images without losing semantic information is referred to as
data augmentation, and it enables the image data to be free of
bias. To prevent bias in the image data due to the similarity of
the underlying image, basic modifications such as horizontal
flipping, color space augmentations, and random cropping are
frequently employed for model training [20, 21]. Furthermore,
data augmentation allows the model to learn a more diversified
set of characteristics, which expands the dataset and helps to
keep the model from getting overfitted.

The objective of the image pre-processing stage is to
smother unwanted twists present in the picture, resize and
normalize the image for further processing. There is numerous
image pre-processing technique found in the previous literature
based on the requirement of model building. Among them,
image resizing, image normalization, and covert level to cat-
egorical are generally used techniques. In this study, images



were resized to ensuring the same size and the same pixel
using the Pillow python package. This study considers 64 x
64 pixel values for images. Furthermore, image normalisation
is the process of adjusting the pixel intensity to make the
image appear more natural. The majority of image pixels
usually have values between 0 and 255. Typically, most of the
image pixels integrate values between 0 and 255. But, due to
network architecture, it is better to perform all values between
0 and 1, which will be a good fit for the model building.
This technique reduces the computational complexity during
training the model. However, using below Equation 5 images
were normalized values.

X .
Xnorm =X - —_— (1)
Xma.r - Xmln
where X,,,in, Xmae refer to the minimum and maximum
pixel values.

C. Severity of the disease using RALO dataset

The model to check the severity of the disease for example
negative and positive case x-rays if we take based on the
disease the model will identify if its positive case it will define
the severity of that disease inside other model. Here severity
can be taken from RALO (Radiographic Assessment of Lung
Opacity) dataset in which Radiological scoring was performed
by three blinded experts: two chest radiologists (each with at
least 20 years of experience) and a radiology resident. They
staged disease severity using a score system, based on two
types of scores (parameters): extent of lung involvement and
degree of opacity [18]. Extent of lung: 0 = no involvement
1 = {25% involvement 2 = 25%-50% involvement 3 = 50%-
75% involvement 4 = >75% involvement. Degree of Opacity:
0 = no opacity 1 = ground glass opacity 2 = consolidation
3 = mix of consolidation and ground glass opacity (;50%
consolidation) 4 = white-out. The overall opacity score ranged
from O to 8 on a scale of one to eight (right lung and left
lung together). As stated in the algorithm below we will take
each Chest X-ray image and will calculate the geographic and
opacity of the disease if it is 2 dimensional image and will
return the corresponding values to the given image.

Algorithm 1 Deducting Severity of the given Chest X-ray
Input: Human Chest X-ray
Output: Disease Severity from Chest X-ray
if (Image is 2D image) then
By using RALO dataset
Calculate the Geographic Extent of Infection
Calculate the Opacity of Infection
end if
return Severityvalues

AN A

D. Classification of Pneumonia using ResNet50V2

ResNet50V2 is a modified version of ResNet50 that per-
forms better than ResNet50 and ResNet101 on the ImageNet

dataset. A change was made to the propagation formula-
tion of the connections between blocks in ResNet50V2. On
the ImageNet dataset, ResNet50V2 also performs well. The
ResNet50V2 architecture consists of several residual blocks
with each block having several convolutional operations. The
implementation of skip connections makes the ResNet50V2
better than VGG. The skip connections between layers add
the outputs from previous layers to the outputs of the stacked
layers. This allows the training of deeper networks.One of the
problems that ResNet50V2 solves is the vanishing gradient
problem [22].In recent years, many researchers have focused
on using CNN, which consists of three principal layers,
namely, a convolutional layer, a pooling layer and a fully
connected layer. The ResNet [23] architecture has two types
of layers, namely, conv block and identity block, and these
serve as shortcuts in residual blocks and are included in an
order ResNet50V2 takes an image of size 224 x 224 pixels.
Pre-processing of the images was performed automatically
by calling ‘preprocess input’ from the ResNet50V2 model in
TensorFlow. The ‘preprocess input’ is fed into the ‘Image-
DataGenerator’ from TensorFlow (Keras). ‘ImageNet’ weights
are used for training. Out of the 5,242 images, 80% of the
images are used for training. The VisionPro Deep Learning
suite automatically selects the other 20% images for validation.
Both the training and validation sets are randomly selected by
the VisionPro Deep Learning suite. Only the train validation
split must be specified by the user. The maximum number
of epoch counts was selected to be 10. There are options
of selecting the minimum epochs and patience for which the
model will train, but this was not selected.

E. Classification of COVID-19 using DenseNetl21

DenseNet (Dense Convolutional Network) [24, 25] is a
network architecture that focuses on deepening Deep Learning
networks while also making them more efficient to train by
employing shorter connections between layers. DenseNet is a
convolutional neural network in which each layer is connected
to all other layers deeper in the network; for example, the first
layer is connected to the second, third, fourth, and so on, while
the second layer is connected to the third, fourth, fifth, and so
on. It does not integrate features by summing them together,
but rather by concatenating them. As a result, the ’ith’ layer
contains I inputs and is made up of feature maps from all of
the convolutional blocks before it. As a result, it has fewer
parameters than traditional convolutional neural networks.

F. Performance Parameters

To quantitatively evaluate the proposed model we use
accuracy, sensitivity, specificity, precision, ROC [26,27] as
performance metrics.

Accuracy: The accuracy can be calculated in terms of
positive and negative classes:

) B TP+ TN o
Y = TP Y TN + FP+ FN




COVID-19 Pneumonia
images images Total number
Train  Test Train Test ol mages
2630 1030 3018 2224 8902
TABLE I

DATA SPLIT ACCORDING TO DATASET AND CLASS

where TP (True Positives) is the number of correctly classified
instances of the class under observation, TN (True Negatives)
is the number of correctly classified instances of rest of the
classes, FP (False Positives) is the number of miss-classified
instances of rest of the classes and FN (False Negatives) is
the number of miss-classified instances of the class under
observation.
Recall/Sensitivity: it is the ratio of TP and TP + FN

TP
Sensitivity = TPLFN 3

Specificity: it is the ratio of TN and TN + FP Highlight

TN
Specificity = TN L FP )

Precision: it is the ratio of TP and TP + FP Highlight

TP
Precision = W (5)
Receiver Operating Curve (ROC): plots the true positive
rate (TPR) against the false positive rate (FPR) as shown in

Figure 8.

G. Feature Extraction Steps

We employ the transfer learning technique outlined in
Section II to extract features from X-ray pictures. To begin,
we chose a variety of CNN architectures that performed well
on the ImageNet dataset. Second, we select different config-
urations from the selected CNN architectures that have been
previously trained on ImageNet. Finally, all fully connected
layers in these setups are removed, leaving only convolutional
and pooling layers. These two layers are in charge of extracting
features from the picture, while the fully linked layers are in
charge of categorising the features and, as a result, the image.
To convert a CNN into a feature extractor, these layers must
be removed. Following this phase, the customised CNN’s new
output is a set of features taken from an input image. We
build a dataset for each CNN configuration made up of sets
of features taken from each image in the source datasets. To
create a dataset, we must first scale each image to the input
size required by the chosen CNN. The CNN is then fed each
scaled image, and each collection of features is extracted and
saved in the appropriate dataset.

Table 1 shows the total 8902 dataset images divided for
each model 2630 covid images took for training model same

for pneumonia with 3018. We took 1030 images for Covid-19
testing and 2224 for pneumonia model testing.

1) Model Training: In this step, we use 80% of the dataset
to perform the training of the model. We consider the setup for
the hyperparameters presented in Table I to find the configu-
ration of the classifiers on the training set. The classifiers that
were configured for a random search perform a 20-iterations
search. The hyperparameters for all classifiers, except for the
Bayes classifier, are determined after 10-fold cross-validation.
Then, each classifier has optimal hyperparameters, which are
saved on the computer.

2) Model Testing: In this step, we perform a test in the
remaining 20% of the sub-dataset using the saved classifiers.
The system determines one class for each sample of the
dataset. In addition, the metrics are calculated in this step.

VI. RESULTS AND DISCUSSION

In this section, we investigate the results achieved by
combining the features extracted by both CNNs, applying
transfer learning, and the classifiers.

Based on the dataset from table 1 we have tested pneumonia
and we got the result that was obtained based upon the
designed convolutional neural network model was found to
be exceptional. The Training accuracy of the model aimed to
be 100while the Testing accuracy of the model was found to be
97.98%. For the hypothesis of the model, the average precision
and recall of the model was considered and it was found that
the precision and recall of both the classes were quite decent.
Figure 4 shows the confusion matrix that has been generated
based on the predictive performance of convolutional neural
network model. Based on the confusion matrix it can be
observed that the model underwent a very little percentage
of mispredictions and also demonstrated an overall accuracy
of 91.5% with an average precision and recall of 90% and
93% respectively.

- 2000
-1750
<
= - 1500
v s
(@]
- -1250
]
g -1000

- 750
500
250

-0

Table II presents the confusion matrix for the COVID-19
model DenseNet201 testing in such a way that we got overall
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Fig. 4. Confusion Matrix for Pneumonia Dataset



Predicted Class

Covid -19 Healthy
True Class CoVID-19 944 3
Healthy 64 19

TABLE 11
FINAL CONFUSION MATRIX TABLE OF THE TEST SET FOR THE
CLASSIFICATION OF CHEST X-RAY IMAGES AS HEALTHY OR COVID-19
POSITIVE FOR DENSENET201

accuracy of 94.85% with an average precision and recall of
92% and 96% respectively.As per the results, the model got
deducted 944 test images has covid out of 1030 images and
19 images as healthy images and remaining we got the mixed
results.

After deducting the disease, the following Figure 5 shows
how the severity of the pneumonia x-chest ray will display
as a result when compared to normal image in Figure 7. As
discussed in section V we conclude that this chest X-ray image
patient has high severity immediate attention or consultation
with doctor is require. On the same side we have severity of
the Covid-19 is deducted in the Figure 6 when compare to the
normal image this patient has moderate to high severity of the
infection its better to consult a Doctor as soon as possible.
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Fig. 5. severity In Pneumonia Chest X-Ray
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Fig. 6. severity In Covid-19 Chest X-Ray
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Fig. 7. severity In Normal Chest X-Ray

Figure 8 shows the ROC curve of the Covid-19 dataset,
the relationship between clinical sensitivity and specificity for
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Fig. 8. ROC Curve of Covid-19 Dataset

every possible cut-off (as discussed in Section V). As a result,
we got highest accuracy rate of 95% of the covid-19 class.
Thus every point on the ROC curve represents a chosen cut-
off even though you cannot see this cut-off. What you can see
is the true positive fraction and the false positive fraction that
you will get when you choose this cut-off.

VII. CONCLUSION

In Conclusion, we have been studied widely to identify
and handle noise in data sets.Identification and handling noise
is important for researchers and practitioners to accurately
handle their data and predict future trends. After removing
the noise inside the image we proposed work that implements
a Resnet50V2 and DenseNetl21 architecture to examine the
chest radiograph images. The task considered in this work is to
examine and classify the image dataset into normal/pneumonia
and normal/Covid-19 category. Apart from the classification
we have identified the severity of the disease inside each
and every image that can understand easily that can help to
choose the right treatment and for prevent the quick spread
of the diseases. The proposed method has not undergone
in deep clinical study. Thus, it does not replace a medical
diagnosis since a more thorough investigation could be done
with a larger dataset. Under those circumstances, our work
contributes to the possibility of an accurate, automatic, fast,
and inexpensive method for assisting in the diagnosis of
COVID-19 and pneumonia through chest X-ray images.

In Future, We have to work on different number of layers
it might be automated or manual layers for the models to get
more accuracy and we are also planning to work on the web
application that will take the image as an input and give the
severity of the specific disease and also we will to try display



the severity of the disease inside the lung with different color
so, that illiterate people can also understand it more easily.
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