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Abstract

Multivariate time series (MTS) are captured in a great variety of real-world applications. However, analysing and modelling the

data for classification and forecasting purposes can become very challenging if values are missing in the data set. The need for

imputation methods, to fill the gaps in MTS, is well known. Thus, a great variaty of algorithms for solving this task has been

proposed in the literature. However, research community is constantly working on the development of advanced algorithms,

that fulfill the special requirements of multidimensional temporal data, since most of the existing imputation methods treat

MTS as ordinary structured data and fail to model the temporal relationships within and between sequences of observations.

The main emphasis of MTS imputation research is currently put on deep learning (DL) models, especially models making use

of generative adversarial networks (GANs). In our survey, we present a general categorization of imputation algorithms and

introduce groups of hybrid GAN-models used for the MTS imputation task, which we investigate and discuss in detail. A

quantitative comparison of the hybrid GANs’ performance regarding MTS imputation is presented based on our findings in the

literature.
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ABSTRACT
Multivariate time series (MTS) are captured in a great variety of real-world applications. However, analysing
and modelling the data for classification and forecasting purposes can become very challenging if values
are missing in the data set. The need for imputation methods, to fill the gaps in MTS, is well known.
Thus, a great variaty of algorithms for solving this task has been proposed in the literature. However,
research community is constantly working on the development of advanced algorithms, that fulfill the
special requirements of multidimensional temporal data, since most of the existing imputation methods treat
MTS as ordinary structured data and fail to model the temporal relationships within and between sequences
of observations. The main emphasis of MTS imputation research is currently put on deep learning (DL)
models, especially models making use of generative adversarial networks (GANs). In our survey, we present
a general categorization of imputation algorithms and introduce groups of hybrid GAN-models used for the
MTS imputation task, which we investigate and discuss in detail. A quantitative comparison of the hybrid
GANs’ performance regarding MTS imputation is presented based on our findings in the literature.

INDEX TERMS Deep Learning, Generative Adversarial Networks, Hybrid GANs, Imputation, Missing
Values, Multivariate Time Series

I. INTRODUCTION

THE goal of time series analysis is to create a model
that accurately depicts the series’ structure and can be

used to predict and classify future events based on past
observations. Time series analysis is becoming increasingly
popular in a variety of real-world applications, including en-
vironmental modeling [1], [2], traffic forecasting [3], health
monitoring [4], and autonomous driving [5]. Because of
recent extensive research, there has been an advancement in
time series modeling, reaching from simple linear models to
more powerful deep learning (DL) networks. Nonetheless,
most models focus on simple time series data sets [4].

However, time series observations in the real world are
usually not limited to a single independent variable. Further-
more, even if all variables are sampled at a constant rate, it

is very common that some data is missing due to data trans-
mission issues or broken sensors [6]. Because of manifold
measurement strategies and data acquisition devices, missing
values for one or more variables are quite common. For some
data sets, the missing rate can reach up to 90 % [7]. The
PT08.S1 data set [8] on Italian air quality, for example, has a
missing rate of 34 percent [9], while the Physionet 2012 data
set [10] on medical data has a missing rate of 80 percent [11].
Numerous approaches to handle incomplete MTS data have
been developed and can be separated into two superordinate
classes: deletion and imputation [12]. Deletion is carried
out either listwise or pairwise [13], where mainly samples
or features are removed that are only partially observed. It
has to be considered that deletion leaves gaps in the data
set, possibly resulting in erroneous parameter estimations
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[14]. By contrast, imputation means substituting missing
values in a data set with estimated values [15]. Burgess et al.
explained two main advantages for imputation over deletion,
also called complete case method:

Power: notably, partial missingness in a single variable
can still be informative for an estimate. Therefore, a thorough
investigation should contain all relevant data.

Bias: while a deletion procedure may add bias, properly
stated imputation estimates are unbiased [16] [17].

Several methods have been proposed to perform imputa-
tion tasks for incomplete MTS. However, there was signi-
ficant bias and loss of precision found in mathematical im-
putation approaches such as mean/median averages [18], last
observations [19], or linear regression [20]. Statistical models
like autoregressive moving average (ARIMA) [21], Gaussian
Process, Bayesian Network [22] along with conventional
machine learning (ML) models like support vector regression
(SVR) [23] and k-nearest neighbours [24] have also been
applied to the MTS imputation problem. These methods are
limited in covering complex temporal dependencies between
observations [25].

Based on promising results and increasing popularity, a
variety of DL methods has been proposed. One kind of
neural network (NN), the recurrent neural network (RNN),
gained special attention due to its ability to represent tem-
poral dependencies. GRU-Decay (GRU-D) [26] is an early
attempt by Che et al. to use DL to impute missing values into
MTS using the gated recurrent unit (GRU) (see section 2)
[27]. A bidirectional RNN structure, Bidirectional Recurrent
Imputation for Time Series (BRITS), based on Long Short
Term Memory (LSTM) [28] was presented by Cao et al.
instead of the GRU-D to improve training accuracy [29].
Besides bi-directional RNN (bi-RNN), which only imputes
values within the data streams, Yoon et al. introduced the
multi-directional RNN (m-RNN) [30], which also performs
imputation across data streams.

GANs were introduced by Goodfellow et al. [31]. The idea
behind GAN as well as their working principle are described
in section two. The idea of GANs has been used to impute
missing values in MTS like it is presented in [32]–[38]. Since
GANs were not designed for sequential data, research has
been directed towards the development of hybrid models
that use a GANs as the underlying, global concept. For
example, Luo et al. proposed GRU for Imputation (GRUI)-
GAN, where a modified GRU-cell called GRUI has been used
to design the generator and discriminator in order to model
the irregularity of time lags [32]. They further improved
their work in End-to-End Generative Adversarial Network
(E²GAN) [33] by using an auto-encoder (AE). Besides, Liu
et al. proposed Non-autoregressive Multiresolution Sequence
Imputation (NAOMI) [39], based on a bi-RNN, to consider
both future and historical data for imputation tasks. As these
models are just exemplary mentioned, there are more hybrid
GAN imputation models to be introduced and discussed.

In this paper, we mainly survey the group of models briefly
mentioned above to achieve a generalized view on MTS im-

putation using GANs. We organised our paper as following:
In section 2, we introduce theoretical concepts and common
theories related to the survey. In section 3, we systematically
present our findings on MTS imputation methods, where
we focus on hybrid GANs, and suggest a categorization of
the methods. Additionally, we provide a quantitative perfor-
mance comparison between those algorithms. In section 4,
we focus on the discussion of the following aspects related
to the work on GAN-based MTS imputation: comparability,
autoregressive vs. non-autoregressive modelling, temporal
dynamics and irregularity, interdependencies in multivariate
time series as well as general applicability and interpret-
ability. Section 5 offers a summary and conclusion of the
presented survey.

II. PREPARATORY KNOWLEDGE
In this section, we introduce some important theoretical
concepts and common theories related to the following parts
of our survey.

A. MULTIVARIATE TIME SERIES
A multivariate time series is made of two or more
time-dependent variables captured at equal timestamps,
which may not only depend on their past values but
show dependencies on the other variables, too. Given a
timestamp list T = (t0, t1, t2, ..., tn−1), we can look at
X = (xt0 , xt1 , xt2 , ..., xtn−1

)T as a series of n observations
at the given timestamps. in the multivariate case, the ith

observation Xti of a time series X consists of d attributes
(x0ti , x

1
ti , x

2
ti , ..., x

d
ti), where d is the number of variables.

B. MISSING VALUES
Donald B. Rubin developed the missing data theory in 1976,
which is divided into three basic processes for missing data,
each characterized by the observed and missing data [15].
For example, in terms of time series, let X be a time series
that degenerates intoX0 as observed data andXm as missing
data. So the missing value matrix Y defined as –

Y j
ti =

{
0, if X is missing
1, if X is not missing

Three types of missingness are commonly defined –
1) Missing Completely at Random (MCAR): MCAR

describes an absence of data that is independent of
other observed variables as well as the missing variable
itself. Let z be a set of values indicating the relationship
between the absence of data in Y and X, then the
probability of a certain value of Y is denoted as p(Y |z).

2) Missing at Random (MAR): MAR describes that
there is a relationship of missingness and some ob-
served data, but not with the missing variable itself.
The probability of Y is denoted as p(Y |X0, z).

3) Missing Not at Random (MNAR): The missingness
is called MNAR if it is dependent on the unobserved
(missing) values itself. The probability of Y in MNAR
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is written as p(Y |X0, Xm, z). MNAR is the most criti-
cal type of missingness, as you can not observe the data
it correlates with.

The categorisation of missingness into one of the three
types is not always definite. Further, it was not explicitely
developed for time series data. In [15] especially, a socio-
economic study with one follow up measurement has been
investigated as an example.

C. GENERATIVE ADVERSARIAL NETWORKS
A GAN (see figure 1), as introduced by Goodfellow et al.
in 2014 [31], is a combination of two deep learning models,
designed to produce high-quality artificial data from any
probability distribution, that are indistinguishable from real
data. The two parts of a GAN are briefly explained here:

a) Generator: The generator G gets a random input vec-
tor z, which is sampled from a distribution (like normal
or uniform), to create artificial data. z is treated as a
latent representation that has to be decoded towards
meaningful data, like a certain kind of image or a time
series. The size of z can be seen as a hyperparameter.
To learn how to transform z into real-looking data,
the generator needs the guidance of the discriminator.
G can be trained via backpropagation. For this, the
generator loss is used, which penalizes G for not being
able to output real-looking data.

b) Discriminator: The discriminator D has the task to
investigate the output from G to figure out if it is real
or artificially created.D works as a classifier. While the
the generator loss is fed to G, the discriminator loss is
used to update the weights of D itself. D is penalized
by its loss function for not being able to distinguish
between real and artificial samples and can also be
trained by backpropagation.

G andD perform a two-player-game –G tries to maximize
the classification error between real and generated data while
D tries to minimze it.

The minimax-optimization problem that arises out of this
game can be formulated as:

min
G

max
D

Ex∼pdata(x)[logD(x)] +Ez∼pz(z)[1− logD(G(z))]

where D(x) is the output value of the Discriminator,
indicating the likelihood that the data is real. To fool the
discriminator, the generator tries to minimize the right side
of the expression, so that D(x) gets as large as possible. For
a detailed mathematical explanation, we refer to [40]

Next to the original version of GAN, which is build of
two multi-layer perceptrons (MLPs) and comes with two
loss functions, other versions of this generative algorithm
have been developed, showing deviations from the original
concept regarding constraints on the discriminators output
and the corresponding loss [41] as well as regarding the
architecture of generator and discriminator. Two versions are

mentioned here, as they occur in some of the imputation
models explained later on.

a) Wasserstein-GAN (WGAN): WGANs differ from
original GANs in the way they measure the distance
between the model distribution and the real distribu-
tion. Instead of Jensen-Shannon divergence, WGAN
uses the Wasserstein divergence. This approach tends
to offer a higher training stability and reduce mode
collapse. For more details, we refer to [42].

b) Deep Convolutional GAN (DCGAN): Convolutional
GANs replace the MLP with a CNN architecture in
both the generator and discriminator. In DCGAN, the
authors applied some modification to the CNN archi-
tectures that were previously used to scale up GANs,
but without success. They used strided convolutions
instead of maxpooling, removed full connections in
deep hidden layers and applied batch normalization
[43].

D. RECURRENT NEURAL NETWORK (RNN) CELLS
The artificial neural network (ANN) based MTS imputation
models that are further described in the survey mostly rely on
RNN architectures. Besides the so called vanilla RNN cell,
there are two widely used cell-types that turn a standard RNN
into a gated RNN. This modification addresses RNNs’ diffi-
culties in learning long-term dependencies due to vanishing
gradients [44].

In a Long Short-Term Memory (LSTM) cell, we can find
three different gates:

The forget gate f decides, which piece of information is
removed from the cell-memory by using a sigmoid function.
The cell memory is formed by recurrent hidden states at
a time step t, denoted as ht. The gate outputs a value ft
between 0 and 1, which is calculated by:

ft = σ (Wfh [ht−1] ,Wfx [xt] , bf )

where Wfh and Wfx are weight matrices, xt is the value
of the input sequence at time step t and bf is a constant bias.

The input gate i decides if new information is added to
the memory or not, using a sigmoid layer and a tanh layer.
Thus, two outputs have to be computed:

it = σ (Wih [ht−1] ,Wix [xt] , bi)

c̃t = tanh (Wch [ht−1] ,Wcx [xt] , bc)

where it tells if a value has to be updated or not, while ct
and c̃trepresent vectors for the cell state and for the candidate
values that would be added to the memory. Combining the
two layers leads to the following formulation of the input
gate’s output:

ct = ft ∗ ct−1 + it ∗ c̃t
where ft denotes the result of the forget gate, which is

multiplied with the memory’s old value.
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Figure 1: Generative Adversarial Network, proposed by Goodfellow et al. [31]

The output gate o computes the output of the LSTM cell
by, again, using a sigmoid layer and a tanh layer. The results
are multiplied and we get the output ot as well as ht, the
mapping of ot to a value between -1 and 1:

ot = σ (Woh [ht−1] ,Wox [xt] , bo)

ht = ot ∗ tanh (ct)

The Gated Recurrent Unit (GRU) can be seen as a
reduced version of the LSTM unit, having only two gates.
Different to LSTM, it has no separate memory cells and
always exposes the full memory content to other units. While
LSTM controls the new content to be added to memory in-
dependently from the forget gate, GRU links the information
flow control from the previous activation to the computation
of the candidate activation via the update gate [45].

The update gate z decides to which degree the activation
of a unit is updated by past information. Trough the use of a
sigmoid function, the values of z lie between 0 and 1.

zt = σ (Wzxt + Uzht−1 + bz)

Through the reset gate r it is possible to ignore past
information that are not relevant for the next time steps, by
re-evaluating the combined performance of the former and
new inputs [46].

rt = σ (Wrxt + Urht−1 + br)

The Output of the GRU at time t is formulated as:

ht = z ∗ ht−1 + (1− z) ∗ h̃

where h̃ is the intermediate memory:

h̃ = tanh (Whxt + r ∗ Uhht−1 + bz)

III. CLASSIFICATION OF MTS IMPUTATION METHODS
In this section, we give an overview of methods for handling
missing values in an MTS data set, focussing on the imputa-
tion task. Therefore, we introduce our categorization of the
different imputation algorithms.

A. STATISTICAL METHODS

We classify statistical imputation methods into two cate-
gories based on their working principles.

Model-free imputation methods are simple, non-
parametric and mainly designed for single value imputations
as shown in [47]. The most common techniques are shortly
explained here.

Mean or median imputation replaces a missing value with
the arithmetic mean or median of all available values of a
variable, e.g. a special measurement size, while last obser-
vation carried forward (LOCF) only uses the previous non-
missing value of a variable and duplicates it. [47]. Linear
interpolation assumes a constant change rate between two
adjacent available samples, so that in theory any missing
point between them can be reconstructed. Spline interpo-
lation works with a piecewise polynomial fit instead, in
order to smoothen the imputed sequence [48]. Since those
strategies assume the absence of any significant change of
statistical parameters in the data, either over the whole period
of observation, since the last observation or between two
observations, they can only work for stationary time series
with low variance. Furthermore, they will fail imputing a
bigger number of missing values between two observations,
as all values within a gap would be the same. What is also
not considered by most model-free imputation methods, are
possible correlations between multiple variables, meaning
that multivariate characteristics of a time series cannot be
captured and used for imputation. The same is true for tem-
poral relations within one variable, namely autocorrelation,
which cannot be adressed. Weighted k-nearest-neighbour (k-
NN) can be applied to multivariate time series. If enough

4 VOLUME 4, 2016



Richter et al.:Multivariate Time Series Imputation: A Survey on available Methods with a Focus on hybrid GANs

values of a vector at one time step are observed, the nearest
neighbours of this vector can be found by calculating the
Euclidian distances. The missing entry in a vector is esti-
mated out of its selected neighbours’ corresponding entries
[49]. As it behaves with the other methods, k-NN cannot
address autocorrelation, since it does not consider the time
domain at all. However, model-free methods in general offer
the advantage of low computational complexity and do not
require any assumptions about the underlying distribution of
the data.

Model-based approaches cover parametric methods, espe-
cially machine learning algorithms applied to the MTS impu-
tation task. Either the time series itself or the distribution of
the data are modeled. We explain a selection of this group of
methods here.

Autoregressive time series models predict missing values
based on historical data. Thus, they can work on significantly
autocorrelated time series. In case of multivariate time series,
vector-autoregression can be applied. The ARIMA (autore-
gressive integrated moving average) model is well-known
for time series forecasting. An imputation problem can be
interpreted as a forecasting problem, if missing values are
calculated one by one based on the previous values of the
time series. In case of multiple missing values, the previously
imputed value is considered as known and is used for the next
imputation step [50]. Expectation maximization (EM) can be
seen as general algorithm for modeling incomplete data [51].
As an example, it can be applied within a method based on
probabilistic principal component analysis (PPCA), as [49]
described. PPCA assumes a dependency of the observed data
on latent variables. EM is used to find the set of data, which
fits the presumed distribution of the latents best. Matrix fac-
torization (MF) as a more advanced statistical model makes
use of potential redundancies, regularities or correlations
within a matrix to fill in the gaps. The multidimensional time
series is modeled in the form of a matrix. In order to cap-
ture temporal dependencies, the standard MF algorithm can
be extended by graph-based regularization [52]. In general,
statistical imputation models can capture global characteris-
tics of a data set better than model-free statistical methods.
Nonetheless, these methods have not been developed for time
series data and cannot consider characteristics like temporal
dependencies, time decay and feature correlations in MTS
properly [38].

B. DEEP-LEARNING METHODS

To circumvent the difficulties of the formerly described ap-
proaches in the modeling and completion of multivariate
temporal data, DL methods can be applied to the task of MTS
imputation. DL methods can be classified into two major
categories based on their way of modeling distributions [53].

• Discriminative models: modeling the joint distribution
of an observable variable and a target variable

• Generative models: modeling the conditional distribu-
tion of a target variable, given an observable variable

RNNs (based on LSTM or GRU) as an example of discri-
minative models are capable of capturing long-term temporal
dependencies of MTS without previous assumptions on the
data. They can learn complex temporal dynamics and are
therefore also suited for irregular time series. variational
auto-encoders (VAEs) and GANs fall into the class of ge-
nerative models. A VAE is a probabilistic model, which uses
an auto-encoder-like neural network to perform probabilistic
inference on the posterior probability distribution [54]. In
contrast, a GAN uses adversarial training via a combination
of a generator and a discriminator network, as explained in
detail in the previous section.

In the following part of the survey, we present eight DL im-
putation models, that globally incorporate a GAN-structure.
Since original GANs were not designed for sequential data
analysis and cannot handle the time series imputation task
natively, the presented models are hybrid GANs which
adopt different architectures in the design of generators and
discriminators to process MTS data.

Based on their architecture, we further grouped the hybrid
GAN imputation models into four categories:

• Deep convolutional GAN models
• Gated recurrent GAN models
• Bidirectional GAN models
• VAE-GAN models

1) Deep Convolutional GAN models
At first, the usage of DCGANs on MTS data was limited
to anomaly detection, like it is presented in [55]–[58]. The
CNN utilized in the DCGAN architecture [43] is specialized
in extracting features from images rather than MTS. There-
fore, the development of multi-channel CNN (MC-CNN)
[59] enabled capturing information from each dimension of
an MTS and, using a fully connected MLP, also learning
the coupling relationship among the variables. MTS-GAN
proposed by [60] is the first published work on MTS missing
value imputation with a convolutional GAN. It is designed by
replacing the CNN architecture of DCGAN with the multi-
channel architecture of MC-CNN.

In figure 2, architecture and functionality of the MTS-
GAN are displayed: The generator gets a latent random
vector sampled from a uniform distribution and performs
a deconvolution separately within every channel to model
each dimension of the MTS. The discriminator extracts the
features of each single time series in a separate channel
using multi-layer 1D-kernel-based convolution, whereas the
relationships between the channels are modeled by an MLP,
which outputs a scalar.

The MTS imputation is considered a constrained MTS
generation task by the authors. The best representation in la-
tent space has to be found for an incomplete time series, after
the MTS-GAN has been trained with the subset of complete
time series data. This process can be considered as an opti-
mization problem, which can be solved by backpropagation.
Out of the found representation, the incomplete MTS can
be reconstructed to its complete form. For imputation itself,
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Figure 2: Multivariate Time Series - Generative Adversarial Network (MTS-GAN) proposed by Guo et al. [60]

only the generator loss is considered as the loss function,
what reduces the number of hyper-parameters which have
to be backpropagated. To find the closest latent encoding of
incomplete time series, backpropagation has to be performed
multiple times with different initial values, so that the most
probable value can be selected.

Huang et al. proposed the Traffic Sensor Imputation Gen-
erative Adversarial Network (TSDIGAN) [35] to impute
missing traffic sensor data. To deal with temporal dependen-
cies in time series data, they proposed a Gramian Angular
Summation Field (GASF), converting the MTS imputation
task to an image imputation task. The innovation in their
work is the utilization of the GASF to learn the pointwise
temporal relation between the time series data while the DC-
GAN architecture remains unchanged. The working principle
of the imputation task is illustrated in figure 3. At first, the
time series data is converted into a GASF matrix image,
maintaining temporal correlations. This allows the training
of a deep convolution-based GAN capable of generating rea-
listic synthetic data. Searching the replacement for missing
values is similar to the imputation process in MTS-GAN.

2) Gated Recurrent GAN Models

Che et al. [26] have used the GRU for MTS with missing
values. The novelty of their model GRU-D consists in the
detection of the time intervals between the observed values
as a representation of the missingness pattern. This allows
to model “informative missingness”, meaning that values are
not missing at random. They introduced two trainable decay

rates, for input and hidden states, to deal with a vanishing
influence of input values, which occurs when a variable has
been missing for a longer time. Luo et al. [32] followed the
concept of decay rates by introducing GRUI-GAN, which
combines a modified GRU-network with a GAN structure
for missing value imputation. The generator tries to map a
random noise input to a realistic complete MTS, while the
discriminator produces a mapping to the probability of the
input data to be real (see figure 4). Through the utilization
of a WGAN structure instead of original GAN, an increase
in stability as well as in the ease of optimization should be
achieved.

E²GAN is the follow-up work from Luo et al. [33], where
the generator is formed by a denoising auto-encoder (DNAE)
based on the GRUI-cell [32]. Not random noise like in GRUI-
GAN but incomplete MTS are fed to the generator. But
instead of dropping the missing values of the incomplete time
series, authors added a random noise to the original samples.
In addition to the samples, their time lag matrix representing
the temporal gaps between the observed values is fed to
the generator. The same MTS is given to the discriminator.
The GRUI-based decoding discriminator design is similar
to the GRUI-GAN discriminator. Figure 5 illustrates the
architecture of E²GAN, where the DNAE compresses and
reconstructs the incomplete MTS, before the discriminator
tries to distinguish real and reconstructed data. E²GAN, using
a modified WGAN loss-function, can be seen as the evolution
of the authors’ previously introduced GRUI-GAN due to
better performance and training time.
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Figure 3: Traffic Sensor Imputation Generative Adversarial Network (TSDIGAN) proposed by Huang et al. [35]

Figure 4: GRU for Imputation - Generative Adversarial Network (GRUI-GAN) proposed by Luo et al. [32]

Figure 5: End-to-End Generative Adversarial Network (E²GAN) proposed by Luo et al. [33]
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3) Bidirectional GAN models
BRITS [29], a state of the art LSTM-based model for im-
putation, delivered basic ideas for the development of bidi-
rectional GAN models. BRITS performs imputation using
bidirectional dynamics and a temporal decay factor. It con-
sists of two unidirectional LSTM-architectures, one trained
in forward and one trained in backward direction. NAOMI,
standing for non-autoregressive multiresolution imputation,
is a model proposed by Liu et al. [39]. It is also designed
bidirectionally, more precisely with a forward-backward en-
coder and a multiresolution decoder. In case of modeling
stochastic dynamics, NAOMI is extended to a GAN-model,
as a discriminator is applied instead of a simple loss function.
In figure 6, ff and fb represent the forward and backward re-
cursive networks. The hidden state ht is concatenated out of
the forward and backward hidden state and is updated one or
two times. For prediction of the hidden states ht, the ’divide
and conquer’ procedure is used, as depicted in figure 6: for
example, h3 is predicted out of h1 and h5, further h2 and
h4 are predicted from h3 and h1 or h5, respectively. A GAN
structure is set up to improve the prediction performance of
the bidirectional LSTM-based model.

Miao et al. [61] proposed the semi-supervised generative
adversarial network model (SSGAN). Similar to NAOMI
and BRITS, it adopts a bidirectional structure to capture
the temporal information. The authors added a classifier to
address the missing label issue in partially labeled data sets.
The components of SSGAN are the mentioned classifier,
a generator and a discriminator, all made up from BiRNN
cells [61] mainly. The architecture is illustrated in figure 7.
SSGAN takes up incomplete MTS, a data label matrix, a
mask matrix and a time-lag matrix. The generator predicts the
missing components in the given data based on observable
components and labels and outputs a completed MTS matrix.
The classifier, trained with labeled time series, is used to
predict labels for unlabeled samples and sends feedback in
form of the cross entropy LCE to the generator. This enables
it to focus on samples with the same label while imputing
an incomplete time series. The discriminator then outputs a
discriminative matrix, which shows the probability of being
original or reconstructed for every component of the matrix
and is fed back to the generator.

Oh et al. [38] proposed the STING model for MTS im-
putation, making use of WGAN as well as the concept of
attention. It includes two generators, one working in forward
and one in backward direction. Since the generators and
discriminator both adopt GRU cells, one might also put
STING into our category of gated recurrent GAN models.
Next to the data matrix, a random matrix, a mask matrix
and a time-gap matrix are fed into the generator, which
itself includes two types of attention layers, that aim to
find the most important parts of the input data. The self-
attention module, producing so called context vectors out
of the input sequences, calculates attention scores (see [38]
for the mathematical procedure) at different positions and
captures quantitative correlations within the whole sequence.

The temporal attention module represents the correlations
between context vectors and hidden states of the network.
Motivated by the work of Luo et al. [32], Oh et al. [38]
additionally included a temporal decay layer into the genera-
tors. The GRU-discriminator has a simple design compared
to the generator and outputs a probability of being original
or reconstructed for all components of the matrix, like in
SSGAN [61]. Next to the completed data matrix, a hint
matrix, which enforces attention on special components, is
provided to the discriminator.

4) VAE-GAN models

The researchers in [62]–[64] propose the use of non-linear
dimensionality reduction to handle missing values in time
series using variational autoencoders (VAE). GP-VAE pro-
posed by [36] is especially focused on MTS. Their work
includes a VAE to map incomplete time series onto a low
dimensional latent space and models temporal dynamics via
a Gaussian process (GP). A standard VAE is not capable
of an exact inference on latent variables corresponding to a
data point, as it only optimizes the lower bound of the data’s
log-likelihood. Considering this fact, Kingma et al. [65]
introduced ’Glow’, a generative flow model with invertible
convolutions, for log-likelihood evaluation. Liu et al. [37]
took advantage of Glow by including it to their GlowImp
model 9 next to a VAE and combining it with a WGAN. The
Glow components enable exact latent variable inference and
log-likelihood evaluation via a sequence of invertible trans-
formations (also called a ’normalizing flow’). A decoder-
generator outputs a completed MTS from the Glow-VAE’s
latent representation and feeds it to the discriminator. Glow-
VAE and WGAN are trained jointly using gradient descent.

C. COMPARATIVE PERFORMANCE EVALUATION
To assess and compare the quality and performance of differ-
ent machine learning models for MTS imputation, the type
of data set being modeled as well as the applied evaluation
methods found in the corresponding publications have to be
taken into account. In most cases, publicly available data sets
are used to test a new model. MTS data are created in a
variety of domains, but for the imputation task mainly the
follwing data sets have served as benchmarks so far:

a) PhysioNet: The PhysioNet [10] data set is a publicly
accessible electronic medical record data set that was
generated as part of the 2012 PhysioNet Challenge.
This dataset contains statistics on 12,000 intensive care
unit (ICU) admissions. Each ICU stay is a time series
of around 48 hours with 37 variables like heart rate,
cholesterol and glucose level.

b) KDD: The KDD CUP 2018 dataset [66] is a publicly
available dataset on air quality that was used in the
2018 KDD CUP Challenge. The KDD dataset contains
historical values on Beijing’s and London’s air quality
level between 2017 and 2018 which is represented in
multiple metrics. It contains over 1400 samples with
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Figure 6: Divide-and-conquer strategy in Non-autoregressive Multiresolution Sequence Imputation (NAOMI), proposed by Liu
et al. [39]

Figure 7: Semi-Supervised Generative Adversarial Network (SSGAN), proposed by Miao et al. [61]

Figure 8: Self-attention-based Time Series Imputation Networks using GAN (STING), proposed by Oh et al. [38]
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Figure 9: GLOW and GAN fur Multivariate Time Series Imputation (GlowImp), proposed by Liu et al. [37]

hourly captured values and the length of one sequence
is 24.

To evaluate the imputation performance in hybrid GAN-
models, common regression based evaluation metrics, such
as Mean Absolute Error (MAE), Mean Squared Error (MSE),
Root Mean Squared Error (RMSE) and Mean Relative Error
(MRE), are used. An overview over all mentioned evaluation
metrics can be found in [67]. When dealing with a real data
set, a direct evaluation of missing value imputation accuracy
is impossible as the ground truth is missing. Therefore, one
would randomly discard a percentage of true observations
and calculate the imputation accuracy on this subset of val-
ues, representing the ground truth.

As most of the authors of hybrid GAN imputation models
have compared their results to those of the BRITS [29]
model, BRITS could be considered as a benchmark standard
for the imputation performance of deep neural networks. For
this reason, we used BRITS as a baseline and compared the
imputation performance of the hybrid GANs against it, as
far as we could find the corresponding evaluation metrics
in the literature. In table 1, we present our findings for the
imputation of PhysioNet and KDD with different percent-
ages of missing values. Except for TSDIGAN, all models
have been compared to BRITS at least for the KDD data
set. For every calculated percentage, where a positive sign
means improvement and a negative sign means deterioration,
we have referenced the publication which the underlying
RMSE values are taken from. Not in all cases could the
comparison to BRITS be found in the original publications
on the models. According to the results we found, there
are two hybrid GANs which outperformed BRITS on both
data sets: SSGAN and STING. However, the results are
clearer in the case of KDD. GlowImp showed the best re-
sults regarding the KDD data set and GRUI-GAN achieved
slightly better results on KDD, too. For NAOMI, we found
slightly worse results on PhysioNet, and mixed results on
KDD. On average, NAOMI’s performance seems to be quite
similar to the performance of BRITS. MTS-GAN performed
worse than BRITS on both data sets. However, the most
interesting results are associated with E²GAN, as we found
quite contradictory values for the KDD data set here. From

the first source we found E²GAN performing around 20 %
better than BRITS, but according to the second source it
performs about 20 % worse. Regarding TSDIGAN, we can
at least state that it clearly outperformed the baseline models,
like ARIMA, k-NN and PPCA, which it was compared to in
[35]. For TSDIGAN, none of the introduced data sets was
used.

IV. DISCUSSION
In this section, we would like to focus on the discussion
of various aspects related to the work on GAN-based MTS
imputation presented in the previous sections of this paper.
As part of this debate, we refer to the differences that the
models show regarding those aspects.

A. COMPARABILITY
In the former section, we performed a quantitative compar-
ison of the hybrid GANs regarding their MTS imputation
capability, taking BRITS as a baseline. Regardless of the use
of the same standard data sets and evaluation metric (RMSE),
a comparison of RMSE values could only be made within the
individual publications, not between them. This is for two
reasons.

First, using the same data set does not guarantee consistent
experimental data, as various subsets of data or versions of
the data set and different experimental settings may have
been used. Additionally, manually created loss patterns for
the purpose of ground truth availability are likely to be
different.

Second, the authors applied different kinds of normaliza-
tion to their data, which leads to differences in the RMSE
values. For full comparability of imputation algorithms, the
benchmark datasets would have to be expanded by a stan-
dardized ground truth for missing values, covering different
missingness rates. Furthermore, a consistent normalization
would have to be applied to the data.

B. AUTOREGRESSIVE VS. NON-AUTOREGRESSIVE
MODELING
Looking at the different architectures, we can distinguish
autoregressive and non-autoregressive modeling. A model is
inherently autoregressive when it needs the previous latent
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Imputation performance (RMSE) of hybrid GANs compared to BRITS (%)

Data set Missing (%) MTS-GAN GRUI-GAN E2GAN NAOMI SSGAN STING GlowImp

PhysioNet

10 -13.1 [61] – -11.1 [61] -3.4 [61] +2.1 [61] – –
20 – – -15.4 [38] – – +4.0 [38] –
30 -16.4 [61] – -10.0 [61] -4.6 [61] +0.3 [61] – –
50 -4.2 [61] – -1.3 [61] -0.5 [61] +2.3 [61] – –
70 -2.5 [61] – -1.7 [61] -3.2 [61] +3.3 [61] – –
90 +0.4 [61] – -0.4 [61] -1.8 [61] +3.8 [61] – –

KDD

10 -28.4 [61] +8.7 [37] +21.9 [37],
-23.2 [61] +1.7 [61] +18.1 [61] +21.0 [38] +30.6 [37]

20 – +7.9 [37] -25.9 [38],
+20.0 [37] – – +21.0 [38] +31.0 [37]

30 -34.0 [61] +9.0 [37] +23.5 [37],
-20.3 [61] +0.5 [61] +17.8 [61] +21.0 [38] +30.9 [37]

50 -34.8 [61] +1.7 [37] +18.4 [37],
-24.8 [61] -3.6 [61] +15.7 [61] +22.0 [38] +28.6 [37]

70 -24.2 [61] +0.0 [37] +16.6 [37],
-19.8 [61] -9.4 [61] +5.9 [61] +23.0 [38] +27.6 [37]

90 -15.1 [61] – -9.7 [61] -5.8 [61] +8.3 [61] +25.0 [38] –

Table 1: Comparison of models’ performance

representation ht−1 to learn and infer the current represen-
tation ht of a time series [68]. In general, autoregressive
networks require longer training times due to longer back-
propagation paths. In addition, autoregressive training is not
parallelizable. This kind of networks still represents the state-
of-art regarding time series modeling and prediction. How-
ever, researchers tend to adopt non-autoregressive models for
tackling time series analysis more and more. Weber et al. [69]
directly compared autoregressive and non-autoregressive im-
plementations of a GRU as well as of a TCN (temporal
convolutional network). They observed that the significantly
faster non-autoregressive models achieved at least as accurate
results as their autoregressive partners. Similarly, Martínez-
González et al. [70] used a non-autoregressive model for
motion prediction, reaching competitive results with SotA-
RNN-approaches. The danger of error accumulation in mul-
tistep forecasts, e.g. in case of large gaps in an imputation
scenario, also has to be considered. NAOMI [39], for in-
stance, uses a non-autoregressive approach while applying
the divide-and-conquer technique. Deep convolutional GAN-
models also do not use autoregression. It is important to
investigate the influence of (not) using autoregressive tech-
niques on the quality of MTS imputation results in the future.

C. TEMPORAL DYNAMICS AND IRREGULARITY

Another interesting fact is, that the NAOMI [39] is the
only one of the considered models which performs a mul-
tiresolution analysis on the given time series. This feature
can be advantageous if patterns in a time series occur at
different time scales, which the other models might fail to
capture. Considering temporal dynamics in the latent space,
Fortuin et al. [36], who delivered the foundation for the
introduced VAE-GAN model, stand out with their model
by using deep Gaussian Process (GP) modeling. However,
all reviewed GAN-based models that convert time series
into a latent representation do not explicitly consider latent

temporal dynamics but only represent multidimensional fre-
quency distributions, which might be inaccurate. Another
imputation-specific concern is the irregularity of time lags
due to the occurring missingness patterns. The authors of
GRUI-GAN [32] and E²GAN [33] have addressed this with
the introduction of decay rates in their models, which limit
the influence of an input value in case of a large time lag.
In the other reviewed publications, vanishing impacts are not
explicitely considered.

D. INTERDEPENDENCIES IN MULTIVARIATE TIME
SERIES
When it comes to modeling MTS in order to predict them or
impute their values, dependencies between single time series
play an important role. Mathematically, we have to look at
the modeling of multidimensional probability distributions.
Generative models like GANs and VAEs are characterized by
modeling joint distributions, whereas they do not inherently
model conditional distributions. For instance, an encoder-
decoder generator can only impute the values based on a
joint distribution, in which the the single time series can
still be stochastically independent. It cannot make decisions
based on conditional distributions, where the value of a single
time series at time t is stochastically dependent on another
time series at time t or t − x. The latter case is called a
lagged dependency. Multidirectional imputation [30], which
happens within and across channels, directly addresses the
dependency between time series in the non-lagged case. To
our knowledge, multidirectional imputation has not yet been
adopted in a GAN-based MTS imputation model. Lagged
dependencies between time series have also not yet been
considered in this group of algorithms.

E. GENERAL APPLICABILITY AND EXPLAINABILITY
The application of new models to a very limited set of data
would lead to a more general problem besides comparability,
namely the uncertainty about general applicability. Although
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a model might perform well on a special medical or envi-
ronmental data set it may not show precise results on data
sets from other domains as the data might show different
scale levels, dependency structures and temporal dynamics.
With the mentioned benchmark data sets, domain specific
comparisons of imputation models are possible. However,
if the models’ general capability should be compared, they
would all have to be applied to a great variety of data sets
collected from different domains. This could form a future
research task on hybrid GAN imputation models. Of course,
the described challenges are not only relevant for the group
of algorithms reviewed in this paper, but for all kinds of
deep learning algorithms which should perform a certain task
without dependencies on a certain domain. The explainabil-
ity of imputation results, i.e. the clarification about which
part of the given information was used in which way by
the model to predict the values, is another challenge that
complex DL models like hybrid GANs face. It can be stated
that attention-based models like [38] provide an intrinsic
explainability, as they highlight the parts of the input data
that are considered being especially important for the model
predictions. Apart from that, e.g. interpreting the imputation
process in VAE-based models is quite difficult because the
latent representations often do not match the actual structure
or distribution of the data. Generally, in most of the reviewed
models, additional methods would have to be included for the
purpose of explainability.

V. SUMMARY AND CONCLUSION

In our survey, we have presented our categorization of impu-
tation models in general, referring to basic statistical (model-
free), machine learning (model-based) and deep learning
algorithms. After this, we have reviewed and discussed the
state of the art regarding GAN-based MTS imputation me-
thods. In particular, we classified the hybrid GAN models
into four categories based on their design and functional-
ity: deep convolutional GAN models, gated recurrent GAN
models, bidirectional GAN models and VAE-GAN models.
A quantitative performance comparison of hybrid GANs
was carried out, based on numerical results we found in
the reviewed publications. Further, we discussed different
aspects related to the reviewed models, including compa-
rability, (non-)autoregressive modeling, temporal dynamics,
MTS characteristics as well as applicability and explainabil-
ity. Hybrid GAN models are surely a powerful tool for the
challenging task of MTS imputation, as it has been shown
by comparison using example applications on two domain-
specific data sets. According to our findings, most of the
recently developed algorithms performed on the level of state
of the art MTS imputation methods or even outperformed
them, while only a few hybrid GAN models could not keep
up with the considered baseline model in the reported experi-
ments. Still, more comparative research using a bigger vari-
ety of data sets from different domains is needed to further
strengthen the statement on their performance ranking.
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