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Abstract

Face detection is a mandatory step in many computer vision applications, such as face recognition, emotion recognition, age

detection, virtual makeup, and vital sign monitoring. Thanks to advancements in deep learning and the introduction of

annotated large-scale datasets, numerous applications have been developed for human faces. Recently, other domains, such as

animals and cartoon characters, have started gaining attention but still lag far behind human faces. The biggest challenge is

the limited number of annotated face datasets in these domains. The manual labeling of large-scale datasets is tedious and

requires substantial human labor. In this regard, we present an input-agnostic face detector to ease the annotation of various

face datasets. We propose a simple but effective data-centric approach instead of building a specific neural network architecture.

Specifically, we trained a face detection model, YOLO5Face, on human, animal, and cartoon face datasets. The experiments

show that the model can achieve accurate results in all domains. In addition, the model achieved decent results for animals and

cartoon characters different from the ones in the training set. This implies that the model can extract agnostic facial features.

We have made the source code and pre-trained models publicly available at https://github.com/IS2AI/AnyFace to stimulate

research in these fields.
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Fig. 1: Examples of detected faces and facial landmarks by the AnyFace model.

Abstract—Face detection is a mandatory step in many com-
puter vision applications, such as face recognition, emotion recog-
nition, age detection, virtual makeup, and vital sign monitoring.
Thanks to advancements in deep learning and the introduction of
annotated large-scale datasets, numerous applications have been
developed for human faces. Recently, other domains, such as
animals and cartoon characters, have started gaining attention
but still lag far behind human faces. The biggest challenge is the
limited number of annotated face datasets in these domains. The
manual labeling of large-scale datasets is tedious and requires
substantial human labor. In this regard, we present an input-
agnostic face detector to ease the annotation of various face
datasets. We propose a simple but effective data-centric approach
instead of building a specific neural network architecture. Specif-
ically, we trained a face detection model, YOLO5Face, on human,
animal, and cartoon face datasets. The experiments show that the
model can achieve accurate results in all domains. In addition, the
model achieved decent results for animals and cartoon characters
different from the ones in the training set. This implies that
the model can extract agnostic facial features. We have made
the source code and pre-trained models publicly available at
https://github.com/IS2AI/AnyFace to stimulate research in these
fields.

Index Terms—face detection, input-agnostic models, data-
centric AI, deep learning.

I. INTRODUCTION

Over the past years, numerous computer vision applications
have been developed for human faces, such as face recognition,
facial expression recognition, virtual makeup, and vital sign
monitoring. Although the field has achieved spectacular suc-
cess for human faces, thanks to advances in deep learning and
large-scale datasets, less attention is paid to other important
domains, such as animals, cartoons, and artistic paintings. The
main challenge is that there are only a limited number of
annotated large-scale face datasets to train deep learning-based
models.

Animal biometrics is one of the growing research fields
concerning animal faces for animal identification, controlling
animal diseases, production management, and ownership as-
signment. In particular, visual biometrics solutions are advan-
tageous because previous methods of identifying animals have
been invasive [1]. With the help of visual animal biometrics, it
would be possible to develop monitoring systems for pets [2]
in cities [3] paving the way to further research in animal re-
identification and tracking. Animal faces can also be used to
improve animal welfare by recognizing vital signs [4], [5].

Another domain in which faces and a plethora of face
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variations are prevalent is cartoon faces. With the abundance of
media with cartoon-style content, the demand for computer vi-
sion tools for solving various tasks is also rising. For instance,
detecting faces and characters in comic books are useful for
tagging comics for further analysis [6], [7]. Furthermore, face
recognition for cartoon faces has its potential use in search
engines [8], [9], in improving cartoon movie recommendation
systems [10], and in detecting unauthorized use of copyrighted
works [9]. Face recognition across various modalities has been
implemented for multimedia facial analytics [11]. Similar to
human faces, facial expression recognition for cartoon faces is
used for parental control of cartoons for their children based on
emotion [12], and in a professional environment, for animators
to classify and label cartoon faces for future work [13].

Regardless of the application domain, face detection and
facial landmark localization are essential steps in building
many face applications. However, the existing face detection
algorithms are domain-specific. Therefore, building a face
detection model for a new domain requires the collection and
annotation of new data. This process is time-consuming and
requires human labor. In this regard, we propose an input-
agnostic face detector to facilitate the annotation of large-
scale face datasets. Instead of building a dedicated neural
network architecture, we leverage the power of datasets from
different domains (i.e., human, animal, cartoon) to train one
of the existing face detection models. Our experiment results
show that the model can learn agnostic facial features as it
generalizes animals, cartoon characters, and artistic paintings
unseen during the training and validation steps. To the best
of our knowledge, it is the first input-agnostic face detection
model. We have made the source code and pre-trained models
publicly available to facilitate research in this field.

II. RELATED WORK

The early face detection methods used feature extrac-
tors, such as Haar cascades [14] and Histogram of Ori-
ented Gradients [15], to train classic machine learning al-
gorithms. Nowadays, deep learning based end-to-end mod-
els (e.g., MTCNN [16], RetinaFace [17], YOLO5Face [18],
TinaFace [19]) are dominating this field thanks to the advance-
ments in training deep neural networks for image classifica-
tion [20], [21], annotated large-scale face datasets (e.g., Wider
Face [22], FDDB [23]), and modern graphical processing units
(GPUs). However, a high degree of variability in scale, head
pose, facial expressions, blurring, and illumination are still
challenging problems. Most of these are related to traditional
visual cameras that operate in the visible light spectrum. In
this regard, new types of cameras, such as depth, thermal, and
neuromorphic, can be employed to mitigate the disadvantages
of the visual cameras. However, these cameras are not widely
used compared to visual cameras. Therefore, a limited number
of face detection models are available for these cameras.
For instance, the YOLOv5 model was used to implement
a thermal face detection model [24]. The authors collected
9,982 thermal images and manually annotated 16,509 faces
to train the model. The dataset was collected in controlled

and uncontrolled environments. Similarly, a face detection
and tracking algorithm based on the dynamics of eye blinks
for event-based cameras was proposed in [25]. The authors
collected a dataset of 50 recordings in indoor and outdoor
environments to evaluate the algorithm.

There are only a few works in the literature about animal
face detection. For instance, a RetinaNet [26] object detection
model was used to perform multi-view cattle face detection in
housing farms [27]. The authors collected and manually an-
notated 3,000 images of 85 cattle to train the model. A Faster
R-CNN [28] object detection model was trained to detect
small-scale dog faces [29]. The Viola-Jones object detection
framework was used to develop a sheep face detector [30]. A
pretrained version of YOLOv3 [31] was modified and tuned
for mouse face detection [32]. The authors collected and an-
notated 2,222 images to train the model. Similarly, a YOLOv3
was trained to detect sheep faces [33]. The authors collected
and labeled 1,958 sheep face images. Recently, a large-scale
animal face dataset, AnimalWeb, was introduced [34]. The
dataset contains 22,451 faces of 334 animal species captured
in the wild condition, with each face annotated with nine facial
landmarks. As a baseline, the authors trained a Faster R-CNN
object detection model for animal face detection.

A Faster R-CNN object detection model was adapted for
comic character face detection [35]. For this purpose, the
authors constructed and annotated a new dataset consisting
of 3,375 comic pages. An MTCNN [36] face detection model
was employed to develop a cartoon face detection model [37].
The authors used the IIIT-CFW dataset [38], which contains
8,928 annotated images of cartoon faces of 100 global public
figures. A Manga FaceNet neural network architecture was
proposed to detect manga characters’ faces [39]. The model
was trained on manually annotated images of 3,760 frontal
and 1,110 side-view faces. A large-scale annotated cartoon
face dataset, iCartoonFace [40], was developed for cartoon
face detection and face recognition tasks. As a baseline, the
authors trained a RetinaFace model on 50,000 images (91,163
faces) and tested it on 10,000 images (18,647 faces).

As can be seen, the existing face detection methods are
domain-specific. The main challenge of developing animal
face detection models is the limited number of annotated large-
scale datasets. Moreover, there are more than a million species
inhabiting the planet. Collecting and manually annotating
a face dataset for each species is impractical. The same
applies to cartoon faces. There are a large number of different
characters, and this number is growing rapidly. Thus, there is
a clear need for an input-agnostic face detection model which
can be applied to many domains.

III. METHOD

We propose a simple but effective data-centric method to
develop an input-agnostic face detector. We assume that the
existing deep learning-based object/face detection models are
advanced enough to learn general facial features. Therefore,
we focus on experimenting with face datasets from various
domains. Our idea is to provide the model with the ”right”



composition of datasets so that it learns to extract agnostic
facial features.

We used faces of humans (visual and thermal), animals,
and cartoon characters to develop the input-agnostic model.
We employed these domains for two reasons. The first reason
is that each domain provides an annotated large-scale face
dataset (see Table I). The second reason is that they represent
different facial features. To visually illustrate this, we extracted
facial embeddings from randomly selected face images using
a ResNet-50 model (pre-trained on the ImageNet dataset).
Then, we projected the high-dimensional facial features into
two dimensions using the t-SNE algorithm [41]. The t-SNE
plot shows some hidden cues about each domain (see Fig. 2).
For instance, animal faces are clustered by species. This means
that each species can be considered a separate domain. Human
faces are divided into visual and thermal domains. Human
faces are also clustered by appearance. In the thermal domain,
human faces with glasses are separated from those without
glasses.

A. Datasets

Wider Face [22] is a benchmark face dataset for human
faces in the visual domain. The dataset contains 32,203
images and 393,703 labeled faces. AnimalWeb is a large-
scale hierarchical dataset of annotated animal faces [34]. The
dataset contains 22,451 annotated faces of 350 various species
from 21 animal order taxonomies. The animal faces were
annotated with nine key-point facial landmarks. iCartoonFace
is a benchmark dataset for face detection and recognition
of cartoon characters [40]. The dataset consists of 389,678
images of 5,013 cartoon characters. The dataset contains
60,000 images (109,807 annotated faces) for the face detection
task. TFW dataset [24] comprises 9,982 thermal images with
16,509 annotated faces. The dataset was collected in controlled
indoor and uncontrolled outdoor conditions.

We split each dataset into training, validation, and test
sets. The training set was used to train the model, while the
validation set was used to tune the hyperparameters. The Wider
Face dataset contains 12,880 images (159,424 faces) in the
training set, 3,226 images (39,798 faces) in the validation set,
and 16,097 images (194,571 faces) in the test set. Labels are
available for the training and validation sets. However, results
on the test set are obtained by sending the predictions to the
authors of the dataset. The TFW dataset contains 6,558 images
(10,801 faces) in the training set, 764 images (1,081 faces) in
the validation set, and 2,660 images (4,627 faces) in the test
set. Annotations are available for all sets. The AnimalWeb
dataset comes without split into training, validation, and test
sets. Therefore, we split the dataset such that each set contains

Dataset Images Faces
Wider Face [22] 32,203 393,703
AnimalWeb [34] 19,079 22,451

iCartoonFace [40] 60,000 109,807
TFW [24] 9,982 16,509

TABLE I: Statistics for the datasets

Fig. 2: t-SNE visualisation of facial embeddings generated
using the ResNet-50 model.

different animal species. As a result, the training set consisted
of 13,265 images (15,730 faces), the validation set had 2,062
images (2,374 faces), and the test set contained 3,752 im-
ages (4,347 faces). Also, the facial bounding boxes are not
available in the AnimalWeb dataset. Therefore, we generated
bounding boxes using the coordinates of facial landmarks. The
iCartoonFace dataset provided 50,000 images (91,160 faces)
for training and 10,000 images (18,647 faces) for testing. We
used 45,000 images (81,579 faces) for model training and the
remaining 5,000 images (9,581 faces) for model validation.
In total, our training set consisted of 77,703 images (267,534
faces), the validation set had 11,052 images (52,744 faces),
and the test set contained 32,509 images (222,192 faces).

B. Face Detection Model

We used a YOLO5Face [18] face detection model. It is
based on the YOLOv5 object detector [42], but modified
specifically for face detection. The model has an additional
regression output for five facial landmarks. In addition, the
model offers nano, small, medium, and large architectures. As
a backbone network, the nano models use ShuffleNetv2, while
others use CSPNet. In addition, each model can be trained with
an additional P6 output block to improve the detection of large
faces. For more information, an interested reader is referred
to the original paper.

In our case, we used the default hyperparameters to train
the models. Namely, a stochastic gradient descent (SGD)
optimizer with an initial learning rate of 0.01 was used to
minimize the loss functions. The models were trained for 350
epochs with a batch size of 32. We used default augmentation



Model Params (M) Wider Face (visual) TFW (thermal) AnimalWeb iCartoonFaceEasy Medium Hard Indoor Outdoor
YOLOv5n 1.72 92.1 89.6 76.7 100 98.16 94.66 86.04
YOLOv5n6 2.54 93.5 90.7 76.3 100 98.36 95.17 88.13
YOLOv5s 7.07 93.8 91.7 79.9 100 98.56 95.25 87.60

YOLOv5s6 12.38 94.5 92.2 79.7 100 98.72 95.70 89.24
YOLOv5m 21.06 95.2 93.4 83.2 100 98.79 95.80 89.85
YOLOv5m6 35.48 95.9 93.8 82.8 100 99.09 96.28 90.24
YOLOv5l 46.62 95.8 94.2 84.9 100 99.19 96.17 90.31

YOLOv5l6 76.67 96.1 94.4 84.1 100 99.20 96.26 90.61

TABLE II: Average precision (AP) scores of YOLO5Face models on the validation set (IoU = 0.5).

settings, such as image translation, scaling, shearing, horizon-
tal flipping, and mosaic. The nano, small, and medium models
were trained on a single A100-SXM4-40GB GPU while the
training of large models was distributed on two GPUs.

C. Experiments

We conducted three experiments. In Experiment 1, we com-
bined the Wider Face, TFW, AnimalWeb, and iCartoonFace
datasets and trained the YOLO5Face models. In total, we
trained and evaluated eight models: nano, nano-P6, small,
small-P6, medium, medium-P6, large, and large-P6. Our goal
was to study the generalizability of the models of various sizes
to the four domains. As a result of this experiment, we also
selected the most accurate model for the next experiment.

In Experiment 2, to find an optimal combination that would
provide the most accurate results, the best model from the
previous experiment was trained on different combinations of
the domains. As can be seen in Table I, Wider Face was the
largest of the datasets considered. Thus, it was supplemented
with different combinations of other domains.

In Experiment 3, we tested the model trained in the previous
experiment on previously unseen images of animals and car-
toon characters, as well as artistic paintings. The experiment
aimed to verify whether the model could extract general facial
features to become an input-agnostic model. In addition, we
compared our results on Wider Face, TFW, AnimalWeb, and
iCartoonFace with the results published in the literature.

IV. RESULTS AND DISCUSSION

We used the average precision (AP) metric at an intersection
over the union (IoU) threshold of 0.5 to evaluate the accuracy
of the predicted facial bounding boxes. We resized the images
in the validation and test sets before evaluation. The longest
side was set to 640 pixels, while the shortest side was resized,
with the original aspect ratio maintained. In the Experiments
1 and 2, to find the best model, we evaluated the models only
on the validation set. We then used the test set to evaluate the
best-performing model.

A. Training all Models on all Data

In this experiment, we trained all architectures of the
YOLO5Face model on the combined dataset. The results on
the validation set are shown in Table II. The nano model with
1.72 M parameters yielded scores of 92.1%, 89.6%, and 76.7%
AP on the easy, medium, and hard sets of the Wider Face

dataset, respectively. The results on the TFW dataset were
100% AP on the indoor set and 98.16% AP on the outdoor
set. The model showed 94.66% AP on the AnimalWeb dataset
and 86.04% AP on the iCartoonFace dataset.

The nano model with the P6 output block, YOLOv5n6,
improved accuracy on the easy and medium sets by 1.4%
and 1.1%, respectively. However, the accuracy on the hard set
dropped by 0.4%, as it contained many small faces, while the
P6 output block focused on improving the detection of large
faces. In addition, the YOLOv5n6 increased the AP scores
for the outdoor set of TFW, AnimalWeb, and iCartoonFace by
0.2%, 0.51%, and 2.09%. Similar trends were observed for the
small, medium, and large models.

The results also showed that model capacity increased
accuracy across all domains. The large model with the P6
output block (YOLOv5l6) produced 96.1% AP, 94.4% AP, and
84.1% AP on the easy, medium, and hard sets, respectively.
For TFW, the model achieved 100% AP on the indoor set and
99.2% AP on the outdoor set. The model showed 96.26% AP
on AnimalWeb and 90.61% AP on iCartoonFace. We used the
YOLOv5l6 model in our further experiments.

B. Training the Best Model on Different Subsets

In this part, we trained the YOLOv5l6 model by merging
Wider Face with the combinations of the other datasets. The
results for different cases are given in Table III.

1) Wider Face.: We trained the model only on the Wider
Face dataset. In this case, the model achieved 96.2% AP,
94.5% AP, and 84.9% AP on the easy, medium, and hard sets,
respectively. Although the model did not see the TFW dataset
during training, it achieved 100% AP on the indoor set and
94.13% AP on the outdoor set. However, the model failed on
the AnimalWeb dataset, yielding only 3.72% AP. This seems
to point toward a large discrepancy between the human and
animal face domains. The model also produced a low accuracy
score on the iCartoonFace dataset (20.9%).

2) Wider Face + TFW.: In case of including the TFW
dataset, the AP on the easy, medium, and hard sets improved
by 0.1%, 0.2%, and 0.4%, respectively. For TFW, the AP on
the outdoor set increased by a significant 4.39%. The AP score
on AnimalWeb and iCartoonFace also improved—although
insignificantly, since Wider Face and TFW are human face
datasets.

3) Wider Face + AnimalWeb.: In this case, the AP on the
AnimalWeb dataset increased significantly, reaching 96.54%.



Case Training dataset Wider Face (visual) TFW (thermal) AnimalWeb iCartoonFaceWF TFW AW iCF Easy Medium Hard Indoor Outdoor
1 + – – – 96.20 94.50 84.90 100.00 94.13 3.72 20.90
2 + + – – 96.30 94.70 85.30 100.00 98.52 4.04 24.84
3 + – + – 96.20 94.70 85.60 100.00 95.48 96.54 27.44
4 + – – + 96.50 94.80 84.80 100.00 97.16 51.92 90.67
5 + + + – 96.20 94.70 85.30 100.00 98.81 96.53 28.46
6 + + – + 96.40 94.60 84.70 100.00 99.01 50.63 90.47
7 + – + + 96.10 94.50 84.70 100.00 97.31 96.40 91.01
8 + + + + 96.10 94.40 84.10 100.00 99.20 96.26 90.61

TABLE III: Average precision (AP) scores of YOLOv5l6 model on the validation set (IoU = 0.5). The model was trained on
different combinations of domains (WF: Wider Face, AW: AnimalWeb, iCF: iCartoonFace.)

The accuracy score on Wider Face, TFW, and iCartoonFace
also improved, compared to Case 1. However, accuracy on the
iCartoonFace dataset was still low (27.44%). This suggests that
a large number of human and animal faces in a dataset may
not be a sufficient condition for achieving a good result on
cartoon faces.

4) Wider Face + iCartoonFace.: The use of cartoon faces
improved the AP up to 90.67% on the iCartoonFace dataset.
Compared to Case 1, the AP on the easy, medium, and hard
sets improved by 0.3%, 0.2%, and 0.7%, respectively. The
AP also improved by 3.3% for the outdoor set of TFW.
Most surprisingly, the model achieved 51.92% AP on the
AnimalWeb dataset, which was significantly higher than in
Cases 1 and 2. The reason might be that the iCartoonFace
dataset contains animal characters.

5) Wider Face + TFW + AnimalWeb.: The model achieved
96.2%, 94.7%, and 85.3% for the easy, medium, and hard
sets, respectively. For TFW, it yielded 98.81% AP for the
outdoor data. The AP on AnimalWeb was 96.53%. These
improvements were negligible compared to Cases 2 and 3.
Although we combined three datasets, the AP on the iCar-
toonFace dataset was only 28.46%.

6) Wider Face + TFW + iCartoonFace.: In this scenario,
the results on the Wider Face were similar to those of the
previous cases (96.40%, 94.60%, and 84.70%). However, the
AP on the outdoor set of TFW improved noticeably (99.01%)
compared to the above cases. The AP for iCartoonFace was
90.47% while the AP for the AnimalWeb dataset is only
50.63%.

7) Wider Face + AnimalWeb + iCartoonFace.: In the case
of excluding TFW from the training set, the AP scores on
the outdoor set decreased from 99.01% to 97.31%. The AP
for Wider Face and AnimalWeb was similar to the APs in
the previous cases. The accuracy on cartoon faces witnessed
a slight increase to 91.01%.

8) Wider Face + TFW + AnimalWeb + iCartoonFace.: This
case illustrates the necessity of using all domains to obtain
accurate results in each domain. It is also indicative of the
different facial features that human, animal, and cartoon faces
represent. In further experiments, we used this YOLOv5l6
model trained on the combined datasets. To avoid confusion
with the original model, it will hereafter be referred to as
AnyFace.

Wider Face
Easy 95.4

Medium 93.9
Hard 84.0

TFW Indoor 100
Outdoor 99.47

AnimalWeb 93.59
iCartoonFace 91.65

TABLE IV: Average precision scores of the AnyFace model
on the test set (IoU = 0.5).

C. Results on the Test Set

The results of the AnyFace model on the test set are in
Table IV. The model achieved 95.4%, 93.9%, and 84.0% AP
scores on the easy, medium, and hard sets of Wider Face,
respectively. For TFW, the model showed 100% and 99.47%
AP scores on the indoor and outdoor sets, respectively. The
model also produced 93.59% AP for AnimalWeb and 91.65%
AP for iCartoonFace. The results were similar to the validation
set results, which means that the model did not overfit.

The results of the other human face detection models on the
test set of the Wider Face dataset are shown in Fig. 3. Usually,
authors augment the test set to obtain multiple predictions
per image. The predictions are then fused to obtain the
final prediction. The original YOLO5Face model [18] showed
94.9%, 94.3%, and 90.1% on the easy, medium, and hard
sets, respectively, as shown in Fig. 3. We used the default
augmentation settings used in the YOLO5Face model [18].
The scores on the easy, medium and hard sets were 95.2%,
94.7%, and 90.5%, respectively. There are several models with
better results as shown in Fig. 3, but the main advantage of
our model is its ability to detect faces from various domains.

Regarding the TFW dataset, the authors reported 100% for
the indoor set and 97.2% AP for the outdoor set as their best
results [24]. In our case, the AnyFace model achieved 100%
for the indoor set and 99.2% for the outdoor set without test set
augmentation. For iCartoonFace, the authors obtained 92.4%
AP using the RetinaFace model [40]. In our case, the AnyFace
model showed 90.61% AP. The difference could be attributed
to the difference in models. As we mentioned earlier, the
AnimalWeb dataset comes without being split into training,
validation, and test sets. The authors used 80% of the data to
train the Faster-RCNN model for the face detection task. The
model achieved a mean AP of 63.6% on the 20% of dataset.
In our case, the model showed 96.26% AP.



Fig. 3: Comparison of the AnyFace model with the other face detection models on the test set of the Wider Face dataset.

D. Testing on External Datasets

We tested the AnyFace model on external datasets to eval-
uate its performance on previously unseen images of animals,
cartoon characters, and artistic paintings. The Oxford-IIIT PET
dataset [43] contains images of 37 different breeds of cats and
dogs with annotations for the head region. The CUB-200-2011
dataset [44] contains 11,788 images of 200 bird species with
annotations for 15-part locations. The Labeled Fishes in the
Wild dataset [45] contains images of different fish species.
Annotations for facial bounding boxes are not available. The
Sea Turtle Face Detection [46] dataset contains 2,000 images
of annotated turtle faces. The Artistic-Faces dataset [47]
consists of 160 artistic portraits of 16 different artists with
annotated facial landmarks. The MetFaces dataset [48] con-
tains 1,336 artistic images without annotations. The Anime
Faces dataset [49] contains 6,641 images of annotated anime
faces. The Tom & Jerry Detection dataset [50] consists of 343
images of the famous cat and mouse characters with annotated
facial bounding boxes.

These datasets vary in size, and only a few have facial
bounding boxes. Therefore, we randomly selected 160 images
from each dataset to annotate with the AnyFace model. To
evaluate the annotations, we manually checked the annotated
bounding boxes and registered true positive, false positive,
and false negative samples. We then computed the precision,
recall, and accuracy scores for each dataset. The results are
listed in Table V. For comparison, we included the results for
the YOLO5Face model [18] trained only on the Wider Face
dataset.

The Oxford-IIIT PET, CUB-200-2011, Fishes in the Wild,
and Sea Turtle Faces datasets contain images of real animals.
The AnimalWeb dataset, used to train the AnyFace model,
has animals resembling cats and dogs. However, it does not
have fish, birds, and turtles. These species were unknown
to the model. The YOLO5Face model achieved 91.67% of
precision, 34.38% of recall, and 33.33% of accuracy on the
Oxford-IIIT PET dataset. However, the model failed on bird,
fish, and turtle faces. In contrast, the AnyFace model showed
97.56% of precision, 100.0% of recall, and 97.56% of accuracy

on the Oxford-IIIT PET dataset. Moreover, it yielded 88.17%
of precision, 93.13% of recall, and 82.78% accuracy on the
CUB-200-2011 dataset. It also achieved 97.95% of precision,
89.38% of recall, and 87.73% of accuracy on the Fishes in
the Wild dataset. For the Sea Turtle Face dataset, the model
showed 77.58% of precision, 76.19% of recall, and 62.44% of
accuracy. These results demonstrate that the AnyFace model
can detect previously unseen animal faces.

The Artistic-Faces and MetFaces datasets contain images
of artistic paintings with human faces. The YOLO5Face
model produced 100.0% of precision, 98.13% of recall, and
98.13% of accuracy in the Artistic-Faces dataset. Similarly, it
achieved 99.5% of precision, 97.55% of recall, and 97.07%
of accuracy on the MetFaces dataset. Such high performance
can be attributed to the fact that the model was trained on
the Wider Face dataset. In comparison, the AnyFace model
yielded 97.56% of precision, 100.0% of recall, and 97.56%
of accuracy on the Artistic-Faces dataset. On the MetFaces
dataset, the model achieved 99.02% of precision, 99.02% of
recall, and 98.06% of accuracy. These results illustrate that the
AnyFace model can accurately detect human faces in different
domains.

Anime Faces and Tom & Jerry are cartoon face datasets. The
YOLO5Face model achieved 96.18% of precision, 57.27%
of recall, and 56% of accuracy on the Anime Faces dataset.
However, the model was unable to detect a single face in the
Tom & Jerry dataset. In contrast, the AnyFace model produced
91.85% of precision, 97.27% of recall, and 89.54% of accuracy
on the Anime Faces dataset. For the Tom & Jerry dataset,
the model showed 86.53% of precision, 98.82% of recall,
and 85.64% accuracy. The results show that the AnyFace can
detect the faces of unknown cartoon characters.

In Fig. 1, we provide visual examples of detected bounding
boxes and facial landmarks for images from various domains,
illustrating that the AnyFace model can detect faces of differ-
ent scales, poses, illuminations, and expressions. Remarkably,
the model also recognizes objects that superficially resemble
a face (the last column in Fig. 1). In psychology, this phe-
nomenon is called face pareidolia. It is a compelling illusion of
seeing fake faces in everyday objects and is driven by a face-



Dataset YOLO5Face AnyFace (our model)
Precision Recall Accuracy Precision Recall Accuracy

Oxford-IIIT PET 91.67 34.38 33.33 97.56 100.00 97.56
CUB-200-2011 0.00 0.00 0.00 88.17 93.13 82.78

Fishes in the Wild 0.00 0.00 0.00 97.95 89.38 87.73
Sea Turtle Faces 6.67 0.60 0.55 77.58 76.19 62.44

Artistic-Faces 100.00 98.13 98.13 97.56 100.00 97.56
MetFaces 99.50 97.55 97.07 99.02 99.02 98.06

Anime Faces 96.18 57.27 56.00 91.85 97.27 89.54
Tom & Jerry Detection 0.00 0.00 0.00 86.53 98.82 85.64

TABLE V: Precision, recall, and accuracy of the AnyFace and YOLO5Face models with a confidence threshold of 0.02 on
external datasets

detection mechanism that we share with other species [51].
The AnyFace model could experience the same phenomenon
because of cartoon faces in the training set.

V. CONCLUSION

We introduce a simple but effective method of building an
input-agnostic face detector to facilitate the annotation process.
Instead of developing a specific neural network architecture,
we exploit the power of various facial datasets, such as human
faces in the visual and thermal domain, animal faces, and
cartoon faces. We employed the YOLO5Face face detection
model, which provides nano, small, medium, and large models.
We trained the models on the Wider Face, TFW, AnimalWeb,
and iCartoonFace datasets. We have made the source code and
pre-trained models publicly available to promote research in
this field.

The experiment results in Table II illustrate that increasing
the capacity of models yields more accurate results for all
datasets. The limitation is that an increase in the capacity
leads to an increase in the inference time. We chose the
most accurate model, YOLOv5l6, and named it AnyFace
for further experiments. We experimented with the AnyFace
model by training it on different combinations of domains.
The experiment results in Table III demonstrate that accurate
results are obtained only when all domains are used to train
the model. The results also prove that the datasets under
consideration represent different facial features. The results on
the test sets in Table IV show that the model does not overfit
the training data.

We evaluated the AnyFace model on external datasets to
test its performance on previously unseen images of animals
and cartoon characters, as well as artistic paintings. The
AnimalWeb dataset, used in the training set, contains images
of various cat and dog species. However, the dataset does
not have species of birds, fishes, and turtles. As a result,
the AnyFace model ’sees’ these animals for the first time.
That said, the accuracy, precision, and recall scores of the
model suggest that it can be generalized to these datasets.
In addition, the AnyFace model achieved accurate results on
artistic, anime, and cartoon faces. The YOLO5Face model was
able to achieve accurate results on human-like faces (i.e., art,
anime), but failed to detect animal faces.

Our work has a few limitations. For instance, the training set
in imbalanced. In our future work, we will balance the dataset

using style-transfer-based augmentation methods. Also, we
noticed that the model outputs more false-positive predictions
for sea animals than for land animals. The reason for this could
be that underwater environments are much more challenging
than terrestrial environments. Moreover, marine animals were
not presented in the training set. We will test the model more
on sea animals in our future work.
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