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Abstract

Fourier theory is a popular tool for analyzing various signals and interpreting their spectral contents. It finds applications in

a wide variety of subject areas. However, some of the popular signals, such as sinusoidal signals, Dirac delta, signum, and

unit step, fail to have a convergent Fourier representation (FR) in the conventional sense. Hence, it becomes imperative to

utilize the distribution theory to understand and build a suitable representation for these signals. The signal processing and

communication engineering literature does not explain these concepts clearly. As a result, many of the concepts of FR for signals

that do not conform to the conventional derivations remain obscure to researchers. We attempt to bridge this gap and provide

a comprehensive explanation regarding the existence of FR. Further, we have proposed a new linear space of Gauss–Schwartz

(GS) functions and corresponding tempered superexponential (TSE) distributions. It is shown that the Fourier transform (FT)

is an isomorphism on the GS space of test functions and hence by duality is an isomorphism on TSE distributions. The space

GS is smallest in the sense that its dual space, a set of TSE distributions, is the largest linear space over which FT can be

defined by duality.
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Abstract—Fourier theory is a popular tool for analyzing various
signals and interpreting their spectral contents. It finds applications
in a wide variety of subject areas. However, some of the popular
signals, such as sinusoidal signals, Dirac delta, signum, and unit
step, fail to have a convergent Fourier representation (FR) in the
conventional sense. Hence, it becomes imperative to utilize the
distribution theory to understand and build a suitable represen-
tation for these signals. The signal processing and communication
engineering literature does not explain these concepts clearly. As a
result, many of the concepts of FR for signals that do not conform
to the conventional derivations remain obscure to researchers. We
attempt to bridge this gap and provide a comprehensive explanation
regarding the existence of FR. Further, we have proposed a new
linear space of Gauss–Schwartz (GS) functions and corresponding
tempered superexponential (TSE) distributions. It is shown that
the Fourier transform (FT) is an isomorphism on the GS space
of test functions and hence by duality is an isomorphism on TSE
distributions. The space GS is smallest in the sense that its dual
space, a set of TSE distributions, is the largest linear space over
which FT can be defined by duality.

Index Terms—Fourier series, Fourier transform, Schwartz distri-
butions, Gauss functions, tempered superexponential distribution.

I. INTRODUCTION

Fourier theory is one of the most important tools used
ubiquitously for understanding the spectral content of a signal,
extracting and interpreting information from signals, transmit-
ting and processing, and analyzing the signals and systems.
Since its inception in 1807, Fourier theory has been used to
solve problems in almost all fields of mathematics, engineering,
science and technology to model, design and analyze engi-
neering systems and physical phenomena. Some of the recent
applications include decomposition and analysis of signals [1],
[2], spatial-audio signal processing [3], analysis of images [4],
radiometry [5], radar signal analysis [6], and enhancement of
power amplifier [7]. Authors in [4] analyze symmetric-geometry
computed tomography with the help of Fourier theory to build
an accurate reconstruction method. An imaging technique is
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developed in [5] by estimating near-field temperatures for syn-
thetic aperture radiometry using Fourier transform (FT). Further,
various frequency modulated radar waveforms exhibiting similar
time-frequency distributions are differentiated using fractional
FT in [6]. On the contrary, an efficiency enhancement scheme for
envelope tracking power amplifier is proposed in [7] using short-
time FT. Owing to the large application base for non-uniform
discrete FT, a faster estimation algorithm [8] is designed recently
to achieve better results than the sparse FT.

Although the concepts of Fourier theory are foundational for
the areas of signal processing and communication engineering,
the popular signal processing literature [9]–[13] does not offer
a clear explanation regarding the convergence or the existence
of Fourier representations for certain well-known signals. Some
clarity regarding convergence of Fourier representation is of-
fered in [14], however, FT for some popular signals cannot be
interpreted in the conventional sense. Therefore, it is required
to understand the distribution theory that connects delta Dirac
functions with the Fourier theory. The distribution theory by
Schwartz in 1945 is one of the great revolutions in mathematical
function analysis [15]. Despite being a powerful tool for under-
standing Fourier theory, it is generally ignored in the engineering
literature. In this work, we utilize the concepts of this theory to
show how some signals that fail to exhibit FT in the conventional
sense, can have FT in the distributional sense.

It is shown in the literature that the FT is defined for (i)
the functions of at most polynomial growth (i.e., x(t) = tn for
n ∈ {0, 1, 2, 3, · · · }) in the sense of tempered distributions [15]–
[17], and (ii) the functions of at most exponential growth (i.e.,
x(t) = exp(at) for a ∈ C) in the sense of distributions cor-
responding to the space of Gauss functions [18]. These aspects
can be easily understood with the help of distribution theory. In
this work, we provide a lucid description of the existence and
convergence of Fourier representations using the concepts of the
distribution theory that may benefit the entire signal-processing,
communication and computer engineering community. Suitable
examples have been presented to support the text. The main
contributions of this work are as follows:

1) We present a comprehensive summary of the convergence of
Fourier series (FS) and Fourier transform (FT) as available
in the communication engineering, signal processing, and
the other literature.

2) We extend the theory of FT by proposing the space of
Gauss–Schwartz functions and the corresponding tempered
superexponential distributions. Thus, we define the FT for
the functions of at most tempered superexponential growth,
i.e., x(t) = exp

(
αt2
)
, where t ∈ R and α ∈ C such that

the real part Re(α) < π.
Thus, the theory presented in this work generalizes the FT.
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Moreover, there is no need to restrict FT for functions of at most
exponential growth. Any locally integrable function of at most
tempered superexponential growth is Fourier transformable. The
study is organized as follows: Some prerequisites are presented in
Section II. The Section III presents Fourier Transform in L2(R).
The Schwartz distributions and corresponding Fourier transforms
are presented in Section IV. The conditions for convergence of
Fourier series and Fourier transform are summarized in Section
V. Finally, the conclusion is presented in Section VI.

II. PREREQUISITES

Definition 1. The Lp([a, b]) space is defined as

Lp([a, b]) = {x : [a, b] → C | ∥x∥p <∞} , (1)

where ∥x∥p denotes the Lp-norm of the function x defined as

∥x∥p =

(∫ b

a

|x(t)|p dt

)1/p

where 1 ≤ p <∞. (2)

The space L∞([a, b]) is a set of functions bounded almost
everywhere.

Definition 2. Let x : [a, b] → C be a function and let Pn =
{a = t0 < t1 < · · · < tn = b}, n ∈ N, be a finite partition
of [a, b]. The total variation of x(t) for t ∈ [a, b] for all such
partitions Pn for any n ∈ N is defined as

V (x, [a, b]) = sup
Pn

{
n∑

i=1

|x(ti)− x(ti−1)|

}
. (3)

A function x is defined to have bounded variation (BV) on
[a, b], denoted as x ∈ BV ([a, b]), if V (x, [a, b]) <∞.

Similarly, the space BV (R) is defined as BV (R) = {x : R →
C |x has bounded variation on R}.

A. Fourier Series–Representation and Convergence

The FS representation for a periodic signal x̃(t), with period
T0, is defined as:

Synthesis equation: x̃(t) =

∞∑
k=−∞

x̂k exp(jkω0t), (4)

Analysis equation: x̂k =
1

T0

∫
T
x̃(t) exp(−jkω0t) dt, (5)

where T = [t0, t0 + T0] with t0 ∈ R, and ω0 = 2π/T0.
The FS representation (4) converges if x̃ satisfies the Dirichlet
conditions [14], i.e., x̃ ∈ L1(T)∩BV (T). Further, according to
the Carleson–Hunt theorem [19], [20], if x̃ ∈ Lp(T) for p > 1,
then its FS converges at almost all points. The space L1(T)
is excluded from this theorem because in 1923, Kolmogorov
produced an example of a periodic L1(T) signal whose FS
diverges pointwise almost everywhere [21]. The convergence is
understood as how the partial sum [22]

SN (t) =

N∑
k=−N

x̂k exp(jkω0t), (6)

converges to the original signal x̃(t) while N → ∞, i.e., whether
it converges uniformly, pointwise, or in norm sense. These
convergences, uniform, pointwise, and Lp-norm, are defined as

SN → x̃ uniformly, if lim
N→∞

{
sup
t∈T

|x̃(t)− SN (t)|
}

= 0,

SN → x̃ pointwise, if lim
N→∞

SN (t) = x̃(t), ∀ t ∈ T, (7)

and SN → x̃ in Lp-norm in T, if lim
N→∞

∥x̃(t)− SN (t)∥p = 0.

The uniform convergence is the strongest one that implies both
pointwise convergence and Lp-norm convergence, but the con-
verse is not true. The uniform convergence preserves continuity,
differentiability and integrability. Further details regarding the
convergence of FS, along with some suitable examples, can be
found in [14].

Example 1. Let us consider the sequence of functions
xn(t) = tn for t ∈ T = [0, 1). One can easily show that
xn(t) → x(t) = 0 in Lp-norm and pointwise on [0, 1).
However, by definition limn→∞ {supt∈T |xn(t)− x(t)|} =
limn→∞ {supt∈T |tn − 0|} = limn→∞ {1} = 1 ̸= 0. Thus the
sequence of functions tn does not converge uniformly on the
interval [0, 1).

B. Fourier Transform–Representation and Convergence

The FT can be obtained from a limiting case of FS (5) with
the period T0 → ∞. Thus, the FT and inverse FT (IFT) can be
defined for x ∈ L1(R) and x̂ ∈ L1(R) as

x̂(ω) = c1

∫ ∞

−∞
x(t) exp(−jωt) dt, (8)

and x(t) = c2

∫ ∞

−∞
x̂(ω) exp(jωt) dω, (9)

respectively, where ω = 2πf and c1 × c2 = 1
2π . The literature

popularly considers c1 = 1 and c2 = 1
2π because it corresponds

to the following symmetric FT and inverse FT (IFT) representa-
tions

x̂(f) =

∫ ∞

−∞
x(t) exp(−j2πft) dt (10)

and x(t) =

∫ ∞

−∞
x̂(f) exp(j2πft) df, (11)

respectively. We denote FT as F{x} = x̂, IFT as F−1{x̂} = x,
and FT pair as x(t) ⇌ x̂(f). One can obtain the duality property
of FT (11) as x̂(t) ⇌ x(−f), which is very useful because it
can provide FT that may be difficult to compute directly. From
(10) and (11), we can write

x̂(0) =

∫ ∞

−∞
x(t) dt and x(0) =

∫ ∞

−∞
x̂(f) df. (12)

Moreover, we observe that

|x̂(f)| =
∣∣∣∣∫ ∞

−∞
x(t) exp(−j2πft) dt

∣∣∣∣ ≤ ∫ ∞

−∞
|x(t)|dt = ∥x∥1

(13)

|x(t)| =
∣∣∣∣∫ ∞

−∞
x̂(f) exp(j2πft) df

∣∣∣∣ ≤ ∫ ∞

−∞
|x̂(f)| df = ∥x̂∥1.

(14)
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Therefore, if x ∈ L1(R), the FT x̂ is uniformly continuous,
vanishes at infinity (i.e., |x̂(f)| → 0 as |f | → ∞), and is
bounded by the L1-norm of the function (Riemann–Lebesgue
lemma). Similarly, if x̂ ∈ L1(R), the function x is uniformly
continuous, vanishes at infinity, and is bounded by the L1-norm
of the FT. The FT and IFT of a function x are guaranteed if either
the Dirichlet condition of x ∈ L1(R) ∩ BV (R) is fulfilled, or
x ∈ L1(R) ∩ L2(R).

III. FOURIER TRANSFORM IN L2(R)
The FT of a typical function, x ∈ L2(R) but x /∈ L1(R)

may not converge. Therefore, FT of any function x ∈ L2(R)
is defined using an extension-by-continuity from the following
results (refer [16], [17] for more details and proofs).

Theorem 1. L1(R) ∩ L2(R) is dense in L2(R).

This implies that for any x ∈ L2(R), one can find a
sequence of functions {xn}∞n=1 in L1(R) ∩ L2(R), such that
limn→∞∥x−xn∥22 → 0. In fact, it is easy to find such a sequence
of functions xn(t) = x(t)χ[−n,n](t) using indicator functions,
where an indicator function is defined as

χ[−n,n](t) =

{
1, −n ≤ t ≤ n

0, otherwise
(15)

for every n ∈ N. This implies that {xn}∞n=1 is a Cauchy
sequence in L2(R), which converges to the function x ∈ L2(R).

Theorem 2. Let x ∈ L1(R) ∩ L2(R). Then x̂ ∈ L2(R).
Furthermore, ∥x∥22 = ∥x̂∥22 (Parseval–Plancherel identity).

Remark 1. The space L2(R) is a Hilbert space, and every
Cauchy sequence in L2(R) converges to some function in L2(R).
Thus, for any x ∈ L2(R), one can obtain a sequence of functions
{xn}∞n=1 ⊂ L1(R) ∩ L2(R), such that limn→∞∥x− xn∥22 → 0.
This implies that {xn}∞n=1 is a Cauchy sequence in L2(R)
and hence, for any m,n ∈ N, xm − xn ∈ L1(R) ∩ L2(R).
According to Theorem 2, ∥xm − xn∥22 = ∥x̂m − x̂n∥22 because
F{xm − xn} = x̂m − x̂n. This implies that {x̂n}∞n=1 is also
a Cauchy sequence in L2(R) and hence, there is a function
x̂ ∈ L2(R), such that sequence {x̂n}∞n=1 converges to x̂ under
the norm of L2(R). Moreover, for x, y ∈ L1(R) ∩ L2(R), if
x̂ = ŷ, then x = y.

Remark 2. It has been shown in the literature [14], [16], [17]
that the FT can be defined on

1) L1(R) in which F : L1(R) → L∞(R) with ∥x̂∥∞ ≤ ∥x∥1.
2) L2(R) in which F : L2(R) → L2(R) with ∥x̂∥2 = ∥x∥2.
3) Lp(R) for 1 ≤ p ≤ 2 from the Riesz-Thorin Theorem F :

Lp(R) → Lq(R), 1
p +

1
q = 1, 1 ≤ p ≤ 2 with ∥x̂∥q ≤ ∥x∥p

which is Hausdorff–Young inequality.
4) Lp([a, b]) for p ∈ [1,∞] from Fourier series F :

Lp([a, b]) → Lq(R), with ∥x̂∥q≤ ∥x∥p where −∞ < a <
b <∞, i.e., x has compact support on [a, b] where x(t) = 0
for t /∈ [a, b].

This is to note that there is equality only for p = q = 2, for
which FT is an isometry and the FT is invertible. In fact, FT is
invertible only for the finite energy signals (x ∈ L2(R)) in the
normal sense of integration as defined in (11). If a signal is not an
energy signal, then the FT integral (11) does not converge in the

−1 0 1
0

0.37

1

t

ϕ
(t
)

Fig. 1. An example of a test function ϕ(t) defined in (16).

normal sense. We know that FT of many signals such as sin(ω0t),
cos(ω0t), δ(t), u(t), and 1

πt are defined, well known, ubiquitous,
and are widely used. However, these are not energy signals. We
would like to emphasize that the FT of these functions is defined
only in the distributional sense [15], which we present in the next
section.

IV. SCHWARTZ DISTRIBUTIONS AND FOURIER TRANSFORM

In this section, we consider Schwartz distributions, especially
the tempered distributions, exponential distributions and their FT
in distributional sense. We also propose and define the tempered
superexponential distributions and their FT.

Definition 3. Let D = C∞
c (R) denotes the space of test

functions ϕ : R → C that are infinitely differentiable and
compactly supported, i.e., there exists a compact (closed and
bounded) set K ⊂ R such that ϕ(t) = 0 for all t /∈ K.

The space D is endowed with the topology that ϕk → ϕ in D
as k → ∞, if (i) all the ϕk are supported in the same compact
set K, i.e., ϕk(t) = 0 if t /∈ K for all k ∈ N, and (ii) dm

dtmϕk(t)

converges to dm

dtmϕ(t) uniformly for any m ∈ N0, where N0 =
N∪{0} = {0, 1, 2, 3, . . . }. The notion of convergence makes D
a topological space where continuity can be defined, and these
notions are naturally extended to the topologically dual space of
distributions.

Example 2. The function ϕ : R → R defined by

ϕ(t) =

{
exp
(

−1
1−t2

)
, t ∈ (−1, 1)

0, otherwise
(16)

is an example of a test function ϕ ∈ D which is shown in
Figure 1. The support of ϕ, supp(ϕ) = [−1, 1], is the closed
interval, as ϕ is non-zero on the open interval (−1, 1) and the
closure of this set is [−1, 1].

Definition 4. Let S = S(R) = {ϕ ∈ C∞(R) | tk dm

dtmϕ(t) →
0 as |t| → ∞∀k,m ∈ N0} denotes the space of Schwartz
functions, where ϕ and all its derivatives are of rapid decay.

For examples (i) ϕ(t) = tk exp
(
−at2

)
∈ S for any k ∈ N0

and a > 0, (ii) ψ(t) = exp(−|t|) /∈ S as it is not differentiable,
and (iii) ψ(t) = exp(t) /∈ S because ψ(t) ̸→ 0 as t→ ∞.

Definition 5. Let E = C∞(R) denotes the space of smooth
functions.



4

This is to note that D ⊂ S ⊂ E . This work considers
one-dimensional functions, although the theory is also valid for
higher dimensions. Some properties of Schwartz space S are: (1)
S is a linear vector space; (2) S is closed under multiplication;
(3) S is closed under multiplication by polynomials; (4) S is
closed under differentiation; (5) S is closed under convolution;
(6) S is closed under translations and multiplication by com-
plex exponentials; and (7) The functions of S are integrable:∫
R |ϕ(t)|dt <∞ for ϕ ∈ S.

Definition 6. A distribution T is a continuous linear functional
on the space of test functions, i.e., T : D → C such that for all
ϕ1, ϕ2 ∈ D and c1, c2 ∈ C, T is (i) linear: T (c1ϕ1 + c2ϕ2) =
c1T (ϕ1) + c2T (ϕ2), and (ii) continuous: T (ϕn) → T (ϕ) in C
as ϕn → ϕ in D.

The distribution T is a mapping of test function ϕ ∈ D to
T (ϕ) ∈ C which in general is denoted by ⟨T, ϕ⟩.

Definition 7. The dual space of D is denoted as D′ which is a
vector space of continuous linear functionals from D → C. It is a
space of distributions or a set of distributions. One may observe
that the space D′ is a linear space because for all T1, T2 ∈ D′,
ϕ ∈ D and c ∈ C: (i) ⟨T1 + T2, ϕ⟩ = ⟨T1, ϕ⟩+ ⟨T2, ϕ⟩, and (ii)
⟨cT1, ϕ⟩ = c⟨T1, ϕ⟩.

Definition 8. A tempered distribution is a continuous linear
functional on the space of Schwartz functions, i.e., a mapping
from S → C. The dual space of S is denoted as S ′, which is a
space of tempered distributions. A tempered distribution refers
to a distribution of temperate growth, meaning thereby a growth
that is at most polynomial.

Definition 9. A compactly-supported distribution is a continu-
ous linear functional on the space of smooth functions, i.e., a
mapping from E → C. The dual space of E is denoted as E ′,
which is a space of compactly-supported distributions.

These spaces follow the inclusions as D ⊂ S ⊂ E , while
there is an inclusion-reversing containment of dual spaces:
E ′ ⊂ S ′ ⊂ D′. Therefore, a tempered distribution is a kind
of distribution, and a compactly-supported distribution is a kind
of tempered distribution. Furthermore, the space S is dense in
L2(R) [15]. Hence, the chain of containment can be refined
as D ⊂ S ⊂ L2(R) ⊂ S ′ ⊂ D′, i.e., Compactly supported
functions ⊂ Rapidly decaying functions ⊂ Energy functions ⊂
Tempered distributions ⊂ Distributions.

A function x is locally integrable if,
∫ b

a
|x(t)|dt < ∞,

for every finite a and b. For examples, x(t) = exp(t) and
x(t) = 1/

√
t are locally integrable but x(t) = 1/t is not locally

integrable. Every locally integrable function is a distribution, but
a distribution is not necessarily a function. A locally integrable
function x can be identified with a particular distribution, namely,
the distribution Tx : D → C, defined as:

Tx(ϕ) = ⟨Tx, ϕ⟩ =
∫ ∞

−∞
x(t)ϕ(t) dt <∞, ∀ϕ ∈ D, (17)

where Tx ∈ D′. In general, a function x determines a distribution
Tx by (17). The distributions like Tx that arise from functions in
this way are prototypical examples of distributions that are called
regular distributions. T ∈ D′ would be referred to as a regular
distribution if there exists a locally integrable function x such

that T = Tx. Since ⟨x, ϕ⟩ is equal to ⟨Tx, ϕ⟩ for any test function
ϕ ∈ D, Tx is linear with respect to x, i.e., Tx+y = Tx + Ty
and Tcx = cTx. Therefore, ⟨Tx, ϕ⟩ is usually denoted by ⟨x, ϕ⟩,
which is very useful. With x as a function, a particular t maps
to a particular x(t). Similarly, T is a distribution, and for a
particular x, there is a distribution Tx as defined in (17). In
other words, Tx is a distribution induced by x, characterized by
x, or corresponding to x. Let x be a continuous function, then
⟨x, ϕ⟩ = 0 for all ϕ ∈ D implies that x = 0. Moreover, one can
observe that Tx = Ty ⇔ ⟨x, ϕ⟩ = ⟨y, ϕ⟩ ⇔ ⟨x − y, ϕ⟩ = 0 ⇔
x−y = 0 ⇔ x = y almost everywhere, i.e., x and y can differ on
a set of Lebesgue measure zero. The functions ϕ ∈ D are called
test functions because one may contemplate that they are being
used to test or detect or evaluate the values of a distribution on
an open set.

A. The Dirac delta function

There are many distributions that cannot be defined by integra-
tion with any function. Examples include the Dirac delta function
and distributions defined to act by integration of test functions
against certain measures. Delta is not a regular distribution
because there is no locally integrable function x (that could
be considered as delta) fulfilling Tx(ϕ) = ⟨x, ϕ⟩ = ϕ(0) for
all ϕ ∈ D. In other words, for a locally integrable function,
x, limϵ→0

∫ ϵ

−ϵ
x(t) dt = 0. However, δ(ϕ) = ⟨δ, ϕ⟩ = ϕ(0),

and with the abuse of notation in the literature, it is defined
as
∫ ϵ

−ϵ
δ(t) dt = 1 for ϵ > 0, which is widespread and very

convenient for understanding and exploring the properties of δ
function.

Definition 10. Dirac delta is a singular distribution defined as
δ : S → C such that δ(ϕ) = ⟨δ, ϕ⟩ = ϕ(0) for all ϕ ∈ S and
δ ∈ S ′. Moreover, δµ(ϕ) = ⟨δµ, ϕ⟩ = ϕ(µ) where δµ is shifted
delta function concentrated at a point µ.

Weak convergence and delta function: The generalized or
weak limit [23] of ordinary functions xn(t) is a distribution or
generalized function x(t), and one can say that xn → x weakly
if ⟨xn, ϕ⟩ = ⟨x, ϕ⟩, i.e.,

lim
n→∞

∫ ∞

−∞
xn(t)ϕ(t) dt =

∫ ∞

−∞
x(t)ϕ(t) dt, (18)

for all test functions ϕ(t) ∈ S . Moreover, any weak limit of a
distribution is a distribution, and a distribution is the weak limit
of a sequence of functions. One can obtain the Taylor series
expansion of ϕ(t) around t = µ as

ϕ(t) =

∞∑
m=0

am(t− µ)m

= ϕ(µ) + ϕ(1)(µ) (t− µ) +
1

2!
ϕ(2)(µ) (t− µ)2 + . . .

(19)

where ϕ(m)(t) = dm

dtmϕ(t) and am = 1
m!ϕ

(m)(µ). If the area
under xn(t) is unity for all n ∈ N, and the support of function
xn(t) approaches to set {µ} which has zero Lebesgue measure
as n → ∞. Then xn(t)ϕ(t) can be approximated by using the
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first term of (19) as xn(t)ϕ(µ) for n → ∞. Thus (18) can be
written as

lim
n→∞

∫ ∞

−∞
xn(t)ϕ(t) dt = lim

n→∞

∫ ∞

−∞
xn(t)ϕ(µ) dt = ϕ(µ),

(20)

in the usual sense of integral.
As an approximation to δ using functions in S, one can

consider the family of Gaussians g(t, σ) = 1√
2πσ2

exp
(

−t2

2σ2

)
,

and define that

lim
σ→0

∫ ∞

−∞
g(t, σ)ϕ(t) dt = ϕ(0) = ⟨δ, ϕ⟩, (21)

where the limit of the integral makes sense but not the integral
of the limit in (21). If we replace 1/σ by n where n ∈ N, then
we can generate a sequence of functions

gn(t) =
n√
2π

exp
(
−t2n2/2

)
where lim

n→∞
gn(t) → δ(t) weakly

(22)

as shown in Figure 2. Thus one can define limσ→0 g(t, σ) =
δ(t) weakly, which is concentrated at t = 0; however, the limit
does not make sense pointwise. Similarly, one can define δµ
concentrated at µ as

δ(t− µ) = lim
σ→0

1√
2πσ2

exp

(
−(t− µ)2

2σ2

)
, (23)

by using the fundamental result of weak limit

lim
σ→0

∫ ∞

−∞

1√
2πσ2

exp

(
−(t− µ)2

2σ2

)
ϕ(t) dt = ϕ(µ) = ⟨δµ, ϕ⟩.

(24)

From the above discussions, one may informally or with the
abuse of notation write three properties (i) δ(t − µ) = 0 for
t ̸= µ, δ(t − µ) = ∞ for t = µ, (ii)

∫∞
−∞ δ(t − µ) dt = 1,

and (iii)
∫∞
−∞ δ(t − µ)ϕ(t) dt = ϕ(µ), which are widely used

in the literature to introduce delta function. However, there is
no function in the classical sense that has any of these three
properties. Next, we consider the following two examples to
illustrate the above concepts.

Example 3. Using the indicator function (15), we consider two
cases for a sequence of functions xn(t) =

χ[−n,n](t)

2n as follows:
1) Let n ∈ N, and observe that the limn→∞ xn → x pointwise

where x(t) = 0 for all t. In fact, xn → x uniformly as
n → ∞; however, the integral of limit is not the same as
the limit of the integral, i.e., limn→∞

(∫ n

−n
xn(t) dt

)
=

1 ̸=
∫ n

−n
limn→∞ xn(t) dt = 0.

2) Let n ∈ R and consider the limit of integral as
limn→0

(∫ n

−n
xn(t)ϕ(t) dt

)
= limn→0

(
Φ(n)−Φ(−n)

2n

)
=

Φ′(0) = ϕ(0), where
∫
ϕ(t) dt = Φ(t) =⇒ Φ′(t) =

ϕ(t), and thus limn→0 xn → δ weakly. Here one may
observe that the Riemann-integral of limit does not make
sense and the Lebesgue-integral of limit is zero because
limn→∞ xn(t) = 0 for t ̸= 0 and limn→∞ xn(t) = ∞ for
t = 0. We may also construct a sequence of functions as
xm(t) = m

2 χ[−1/m,1/m](t) for m ∈ N such that xm → δ
weakly as m→ ∞.

−2 −1 0 1 2
0

2

4

6

t

g n
(t
)

Fig. 2. The sequence of Gaussian functions (22) plotted for n = 2, 4, 8, 16,
converge to delta function weakly as n approaches to infinity.

Example 4. The sequence of functions {xn} defined by xn(t) =
sin(2πnf0t), where f0 = 1/T , converges weakly to the zero
function in L2[0, T ]. The integral∫ T

0

sin(2πnf0t) g(t) dt→ 0 as n→ ∞ (25)

for any function g ∈ L2[0, T ] by Riemann–Lebesgue lemma, i.e.,
⟨xn, g⟩ = ⟨0, g⟩ = 0. One can observe that xn has an increasing
number of zeroes in [0, T ] as n → ∞; however, it is not equal
to the zero function for any value of n. Moreover, xn does not
converge to zero in the Lp-norms for any p ∈ [1,∞], and that
is why this convergence is weak.

Weak derivative: The derivative of a distribution or the
distributional derivative of a function is defined as:

⟨x′, ϕ⟩ =
∫ ∞

−∞
x′(t)ϕ(t) dt = x(t)ϕ(t)|∞−∞ −

∫ ∞

−∞
x(t)ϕ′(t) dt,

= −
∫ ∞

−∞
x(t)ϕ′(t) dt = (−1)⟨x, ϕ′⟩, (26)

because ϕ(±∞) = 0 with ϕ(t) being a function of rapid decay.
The derivative defined in (26) is a weak derivative, and so x′ is
a weak derivative of x. The result (26) can be generalized as

⟨x(n), ϕ⟩ = (−1)n⟨x, ϕ(n)⟩ for ϕ ∈ D (27)

where d
dtx(t) = x′(t) and dn

dtnϕ(t) = ϕ(n)(t). Thus, a distribu-
tional derivative is defined as

⟨T (n), ϕ⟩ = (−1)n⟨T, ϕ(n)⟩ =⇒ T (n)(ϕ) = (−1)nT (ϕ(n)).
(28)

Therefore, every distribution has a derivative which is another
distribution. On the other hand, every function may not have a
derivative, but all functions have derivatives which are distribu-
tions. The product of two distributions is not defined in general,
e.g., δ2 is not defined. However, one can always multiply an
element of S ′ with an element of S, e.g., δ ∈ S ′ and if x ∈ S,
then δ(t)x(t) = δ(t)x(0).
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t

u(t)

0

1

t

δ(t)

0

1

Fig. 3. Unit step function u(t) (29), and its derivative the Dirac delta function
δ(t).

Example 5. Let us consider the derivative of a unit step function
defined as

u(t) =

{
1, t ≥ 0

0, t < 0,
(29)

and shown in Figure 3. This function is not differentiable
at the point of discontinuity in the normal sense. Therefore,
one can obtain the derivative of u in the distributional sense
using (27) as ⟨u′, ϕ⟩ = (−1)⟨u, ϕ′⟩ = (−1)

∫∞
∞ u(t)ϕ′(t) dt =

(−1)
∫∞
0
ϕ′(t) dt = (−1)[ϕ(∞) − ϕ(0)] = ϕ(0) = ⟨δ, ϕ⟩

which implies u′ = δ. Since u is a tempered distribution,
u′ = δ is also a tempered distribution because the derivative
of a tempered distribution is always a tempered distribution due
to the following lemma [15].

Lemma 1. If T ∈ S ′, then T (n) ∈ S ′ for all n ∈ N0.

B. Tempered distributions and FT

A nice property of tempered distributions S ′ is that the FT
F : S ′ → S ′ is a linear isomorphism because the FT F : S → S
defined on S is a linear isomorphism [15]. However, in general,
one cannot compute the FT of a regular distribution. If x, ϕ ∈ S,
then by Fubini’s Theorem:

⟨x̂, ϕ⟩ =
∫ ∞

−∞

(∫ ∞

−∞
x(t) exp(−j2πft) dt

)
ϕ(f) df,

=

∫ ∞

−∞
x(t)

(∫ ∞

−∞
ϕ(f) exp(−j2πft) df

)
dt,

= ⟨x, ϕ̂⟩. (30)

Thus, the pairing ⟨x̂, ϕ⟩ = ⟨x, ϕ̂⟩ provides a way to realize the
definition of FT in general.

Definition 11. Let T ∈ S ′, then its FT T̂ ∈ S ′ is defined by
⟨T̂ , ϕ⟩ = ⟨T, ϕ̂⟩ for all ϕ ∈ S. The inverse FT qT ∈ S ′ is defined
by ⟨ qT , ϕ⟩ = ⟨T, qϕ⟩ for all ϕ ∈ S.

Theorem 3. Fourier transform maps the class of tempered
distributions onto itself: Tx ∈ S ′ ⇔ T̂x ∈ S ′, ⟨T̂x, ϕ⟩ = ⟨Tx, ϕ̂⟩,
which implies ⟨x̂, ϕ⟩ = ⟨x, ϕ̂⟩, where FT: F{Tx} = T̂x = Tx̂,
F{x} = x̂ and F{ϕ} = ϕ̂.

This theorem is true because ϕ ∈ S ⇔ ϕ̂ ∈ S. The invertibility
of the FT on S implies that F : S ′ → S ′ is invertible with inverse
F−1 : S ′ → S ′. Some typical examples of Schwartz function are
ϕ(t) = exp

(
−a

√
1 + t2

)
and ϕ(t) = exp

(
−at2

)
for all a > 0,

which can be easily observed to satisfy this theorem. However,
the above theorem is not true for ϕ ∈ D because ϕ̂ /∈ D due
to the uncertainty principle of FT that states that if a signal is
limited in the time-domain, its FT is unlimited in the frequency-
domain and vice-versa. One can observe that if ϕ ∈ D, then
ϕ̂ ∈ S.

Since the space S is dense in L2 [15], the FT S → S extends
by continuity to a map F : L2 → L2. Since S is mapped to
itself by FT, this gives a way to define FT on S ′ by duality and
by extending the Plancherel theorem: T̂ (ϕ) = T (ϕ̂) for ϕ ∈ S
and T ∈ S ′. The FT on S ′ defined via duality agrees with the
integral definition on S ⊂ S ′. In other words, T̂ (ϕ) = T (ϕ̂) for
ϕ ∈ S, and ⟨x̂, ϕ⟩ = ⟨x, ϕ̂⟩ =

∫∞
−∞ x(t)ϕ̂(t) dt <∞.

Considering FT ϕ̂(f) =
∫∞
−∞ ϕ(t) exp(−j2πft) dt,

ϕ̂(n)(f) =
∫∞
−∞(−j2πt)nϕ(t) exp(−j2πft) dt, IFT

ϕ(t) =
∫∞
−∞ ϕ̂(f) exp(j2πft) df and its n-th derivative,

ϕ(n)(t) =
∫∞
−∞(j2πf)nϕ̂(f) exp(j2πft) df , we can write the

FT and IFT of the n-th derivative as

(−j2πt)nϕ(t) ⇌ ϕ̂(n)(f), (31)

ϕ(n)(t) ⇌ (j2πf)nϕ̂(f), (32)

|ϕ̂(f)| = |F{ϕ(n)(t)}/(j2πf)n| ≤ ∥ϕ(n)∥1/(2π|f |)n, (33)

and observe that the greater differentiability or smoothness of ϕ
leads to a faster decay of the FT.

Example 6. The FT of delta function using (12) can be obtained
as: ⟨δ̂, ϕ⟩ = ⟨δ, ϕ̂⟩ = ϕ̂(0) =

∫∞
−∞ ϕ(t)dt = ⟨1, ϕ⟩ which implies

δ̂ = 1 and thus, δ(t) ⇌ 1. Similarly, The FT of 1 can be obtained
as: ⟨1̂, ϕ⟩ = ⟨1, ϕ̂⟩ =

∫∞
−∞ ϕ̂(t)dt = ϕ(0) = ⟨δ, ϕ⟩ which implies

1̂ = δ and thus 1 ⇌ δ(f). Moreover, FT of exp(j2πf0t) can be
obtained as follows:

〈
̂exp(j2πf0t), ϕ

〉
=
〈
exp(j2πf0t), ϕ̂

〉
=∫∞

−∞ exp(j2πf0t)ϕ̂(t)dt = ϕ(f0) = ⟨δf0 , ϕ⟩ which implies

that ̂exp(j2πf0t) = δf0 and thus, exp(j2πf0t) ⇌ δ(f − f0).
Therefore, cos(2πf0t) = 1

2

(
exp(j2πf0t) + exp(−j2πf0t)

)
⇌

1
2

(
δ(f − f0) + δ(f + f0)

)
and sin(2πf0t) =

1
2j

(
exp(j2πf0t)−

exp(−j2πf0t)
)
⇌ 1

2j

(
δ(f − f0)− δ(f + f0)

)
.

Example 7. The Dirichlet function is a pathological function
that is defined as

χQ(t) =

{
1, t ∈ Q,
0, t ∈ P,

(34)

where Q is the set of rational numbers, and P = R\Q is the set of
irrational numbers. The Dirichlet function is nowhere continuous.
This is periodic as χQ(t) = χQ(t+ T ) for any positive rational
number T . It is not Riemann-integrable, whereas it is Lebesgue-
integrable, and its integral is zero because it is zero except
on the set of rational numbers which are countable and their
Lebesgue measure is zero. This function satisfies the Dirichlet
conditions [14] for the convergence of FT as there are countably
infinite numbers of extrema (maxima and minima) and finite
discontinuities, and absolutely integrable. Thus its FT converges
to zero function, i.e., χ̂Q = 0.
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Similarly, the FT of the function

χP(t) =

{
1, t ∈ P,
0, t ∈ Q,

(35)

is the delta function, i.e., χ̂P = δ.
The above examples show that the pairing ⟨x̂, ϕ⟩ = ⟨x, ϕ̂⟩
provides a way to realize the definition of FT in general.

Example 8. FT of a polynomial in the distributional sense: The
FT of tn can be obtained using the distributional theory as〈

(̂tn), ϕ
〉
=
〈
tn, ϕ̂

〉
=

∫ ∞

−∞
tnϕ̂(t) dt

=
ϕ(n)(0)

(j2π)n
=

〈(
j

2π

)n

δ(n), ϕ

〉
=⇒ tn ⇌

(
j

2π

)n

δ(n)(f) and (36)

δ(n)(t) ⇌ (j2πf)n for alln ∈ N0. (37)

Here, we have used
〈
δ(n), ϕ

〉
= (−1)nϕ(n)(0) and

ϕ(n)(0)/(j2π)n =
∫∞
−∞ fnϕ̂(f) df from (32). Therefore, one

can easily obtain the FT of a polynomial: pn(t) = a0 + a1t +
a2t

2 + · · · + ant
n as Pn(f) = a0δ(f) + a1

(
j
2π

)
δ(1)(f) +

a2
(

j
2π

)2
δ(2)(f) + · · ·+ an

(
j
2π

)n
δ(n)(f).

Example 9. FT of 1
tn+1 for n ≥ 0 in the distributional sense: A

signum function is defined as

sgn(t) =


1, t > 0

0, t = 0

−1 t < 0

(38)

and its derivative can be obtained as ⟨sgn′, ϕ⟩ = (−1)⟨sgn, ϕ′⟩ =
(−1)

∫∞
−∞ sgn(t)ϕ′(t) dt =

∫ 0

−∞ ϕ′(t) dt −
∫∞
0
ϕ′(t) dt =

(ϕ(0) − ϕ(∞)) − (ϕ(∞) − ϕ(0)) = 2ϕ(0) = ⟨2δ, ϕ⟩ which
implies sgn′ = 2δ. Using the FT of derivative of a function
(32) and delta function, we can write F{sgn′} = F{2δ} =⇒
(j2πf)ŝgn(f) = 2. Thus, FT of sgn can be written as

sgn(t) ⇌ ŝgn(f) =
1

jπf
. (39)

Using the duality of FT, we can write 1
πt ⇌ −j sgn(f) and

using the differentiation property of FT from (32), we can write
(−1)n

π
n!

tn+1 ⇌ −j sgn(f)(j2πf)n. This implies that

1

tn+1
⇌

π

n!
(−j)n+1 sgn(f)(2πf)n, n = 0, 1, 2, . . . , (40)

π

n!
jn+1 sgn(t)(2πt)n ⇌

1

fn+1
, n = 0, 1, 2, . . . (41)

Since sgn(t) ∈ S ′, it implies that ŝgn(f) = 1
jπf ∈ S ′ and

hence, (40) and (41) are the FT pairs in the sense of tempered
distributions. Unit step function and its FT can be obtained as
u(t) = 1

2

(
1+sgn(t)

)
=⇒ û(f) = 1

2

(
δ(f) + 1

jπf

)
. From these

results, one may observe that (i) the FT of an even function
is a real-valued function, (ii) the FT of an odd function is an
imaginary function, and (iii) the FT of neither an even nor an
odd function is a complex-valued function.

Example 10. Let us consider signals x(t) and y(t) that are
differentiable even and differentiable odd functions, respectively.

t

x̃(t)

0

1

T0

1

2T0

1

−T0

1

−2T0

1

. . . . . .

f

̂̃x(f)

0

f0

f0

f0

2f0

f0

−f0

f0

−2f0

f0

. . . . . .

Fig. 4. A train of delta function x̃(t) (42) and its FT ̂̃x(f).
This implies that x′(t) and y′(t) are odd and even functions,
respectively. Mathematically, it is easy to show that x(−t) =
x(t) =⇒ x′(t) = −x′(−t), and y(−t) = −y(t) =⇒
y′(t) = y′(−t). However, if the differentiation of x(t) is an
even function, then it does not imply that x(t) function is an
odd function. For example, if x(t) = 1 + t, then x′(t) = 1,
which is an even function, yet x(t) contains both even and
odd part functions. This can also be observed from Example
5 and Example 9 as u′ = δ and sgn′(t)/2 = δ, where
delta is an even function, signum is an odd function, and unit
step function is neither an even nor an odd function. Further,∫
δ(t) dt = sgn(t)/2 + c = x(t). Now, if x(0) = 0 =⇒ c = 0

and x(t) = sgn(t)/2, and if x(0) = 1/2 =⇒ c = 1/2
and x(t) = sgn(t)/2 + 1/2 = u(t). That is why FT of unit
step is computed from u(t) = 1

2 (1 + sgn(t)) and generally
not from u′ = δ. Because differentiation kills the DC infor-
mation present in a function, we have to add cδ(f) in the
result corresponding to FT of DC component while computing
the FT of x from x′, i.e., x(t) + c ⇌ x̂(f) + cδ(f) and
x′(t) ⇌ (j2πf)x̂(f) + c(j2πf)δ(f), where c(j2πf)δ(f) = 0
providing x′(t) ⇌ (j2πf)x̂(f). Therefore, FT of u from u′ = δ
can be obtained as follows: (j2πf)û(f) + c(j2πf)δ(f) =
1 =⇒ û(f) = 1

j2πf − cδ(f). Now, in order to obtain the
value −c we use u(0) =

∫∞
−∞ û(f) df = −c, and by taking

u(0) = 1/2 =⇒ −c = 1/2. This provides us the final result
û(f) = 1

2

(
1

jπf + δ(f)
)
.

Example 11. Here, we consider the example of a train of delta
functions, shown in Figure 4, which is well-known and is widely
used in signal processing applications:

x̃(t) =

∞∑
n=−∞

δ(t− nT0). (42)

Let us compute both the FS and FT representations in the sense
of distribution. Using (5), one can obtain Fourier coefficients
x̂k = 1/T0 = f0. Hence, its FS representation and the
corresponding FT can be written as

x̃(t) =
1

T0

∞∑
k=−∞

exp(jkω0t) ⇌
1

T0

∞∑
k=−∞

δ(f − kf0), (43)
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where ω0 = 2πf0 and f0 = 1/T0. One can also compute the FT
of (42) as

∞∑
n=−∞

δ(t− nT0) ⇌
∞∑

n=−∞
exp(−j2πfnT0). (44)

Thus, using the theory of distributions, we obtain
∞∑

n=−∞
exp(−j2πfnT0) =

1

T0

∞∑
k=−∞

δ(f − kf0). (45)

Example 12. The next logical question would be to explore the
way to obtain the FT of exp(t) in the distributional sense using
(36) and (37) because

exp(t) =

∞∑
n=0

tn

n!
⇌

∞∑
n=0

1

n!

(
j

2π

)n

δ(n)(f), (46)

∞∑
n=0

1

n!

(
j

2π

)n

δ(n)(t) ⇌ exp(−f) =
∞∑

n=0

(−f)n

n!
, (47)

exp(−t) =
∞∑

n=0

(−1)ntn

n!
⇌

∞∑
n=0

1

n!

(
−j
2π

)n

δ(n)(f), (48)

∞∑
n=0

1

n!

(
−j
2π

)n

δ(n)(t) ⇌ exp(f) =

∞∑
n=0

fn

n!
. (49)

Since the growth of exp(t) is more than a polynomial, these
FTs are not valid in the sense of tempered distributions. Corre-
sponding to the function x(t) = exp(t), Tx is not a tempered
distribution because ∃ϕ ∈ S such that

∫∞
−∞ x(t)ϕ(t) dt =∫∞

−∞ exp(t)ϕ(t) dt = ∞. For example, ϕ(t) = exp
(
−
√
1 + t2

)
.

One can observe that exp(t) exp
(
−
√
1 + t2

)
̸→ 0 as t →

∞. In fact, exp(t) exp
(
−
√
1 + t2

)
→ 0 as t → −∞, and

exp(t) exp
(
−
√
1 + t2

)
→ 1 as t→ ∞.

Now, the main questions are: Can we make FTs (46)–(49)
valid in some sense? Can we define the bigger space than
tempered distributions where FT is valid in the distributional
sense? We answer these questions by proposing the space of
Gauss functions in the next section.

C. The space of Gauss functions, exponential distributions and
FT

The FT of a Gaussian function is again a Gaussian function:
exp
(
−αt2

)
⇌
√

π
α exp

(
−π2f2/α

)
or 1√

2πσ2
exp
(
−t2/2σ2

)
⇌

exp
(
−2σ2π2f2

)
for α > 0, and exp

(
−πt2

)
⇌ exp

(
−πf2

)
when 2σ2 = 1/π. From this observation, we can define the
space of Gauss functions as follows.

Definition 12. Let G = G(R) = {ϕ ∈
C∞(R) |

(
c1t

k + c2 exp(at)
)
ϕ(m)(t) → 0 as |t| → ∞∀k,m ∈

N0, c1, c2, a ∈ C}. This is the space of Gauss functions, where
ϕ(t) = c exp

(
−σ(t− t0)

2
)

with t0 ∈ R, c ∈ C, σ > 0, and all
its derivatives have Gaussian type decay.

One can easily observe that the set of Gaussian-type decay
functions is a subset of the set of rapidly decaying functions. This
G space is obtained by excluding many functions from the space
S such as (i) all functions having a lower decay than Gaussian,
e.g., ϕ(t) = exp

(
−
√
1 + t2

)
∈ S, but exp

(
−
√
1 + t2

)
̸∈ G, and

(ii) all other functions which have a higher decay than Gaussian

type decay, e.g., exp
(
−t4

)
, and compactly supported functions.

Thus, the space G has a linear combination of set of functions
{tk exp(at) exp

(
−σt2

)
} for k ∈ N0, a ∈ C and σ ∈ (0,∞). We

can also consider σ ∈ C such that its real part Re(σ) > 0.

Thus, the space of test functions G, with ϕ(t) = c exp
(
−σt2

)
for c ∈ C and σ > 0, is a linear subspace of S such that
the FT can be defined for its dual space G′. Since G ⊂ S, it
implies that S ′ ⊂ G′. From a test function, ϕ(t) = exp

(
−σt2

)
,

we can generate infinitely many test functions by (i) shifting
ϕ(t − t0), ∀ t0 ∈ R, (ii) amplitude scaling ci ϕ(t), ∀ ci ∈ C,
(iii) time scaling ϕ(λt) for λ ∈ R \ {0}, (iv) forming linear
combinations

∑
i ciϕi(t), ∀ ci ∈ C, and (v) considering products

ϕ(t1, · · · , tm) = ϕ(t1) · · ·ϕ(tm) to obtain examples in higher
dimensions.

Clearly, G is a linear vector space because (i) ϕ1+ϕ2 ∈ G for
all ϕ1, ϕ2 ∈ G, and (ii) c ϕ ∈ G for all c ∈ C and ϕ ∈ G
and satisfies the properties of a vector space. The properties
of space G are summarized as: (1) G is a linear vector space;
(2) G is closed under multiplication; (3) G is closed under
multiplication by polynomials and exponentials; (4) G is closed
under differentiation; (5) G is closed under convolution; (6)
G is closed under translations and multiplication by complex
exponentials; and (7) The functions of G are integrable, i.e.,∫
R |ϕ(t)|dt <∞ for ϕ ∈ G.

Definition 13. An exponential distribution is a continuous linear
functional on the space of Gauss functions, i.e., a mapping from
G → C. The dual space of G is denoted as G′, which is a space
of exponential distributions.

An exponential distribution refers to a distribution of at
most exponential growth, meaning thereby a growth that is at
most exp(at) with a ∈ R. This is to note that G ⊂ S =⇒
S ′ ⊂ G′. Since a test function ϕ ∈ G and its FT F{ϕ} = ϕ̂ ∈
G, ⟨T̂x, ϕ⟩ = ⟨Tx, ϕ̂⟩ =⇒ ⟨x̂, ϕ⟩ = ⟨x, ϕ̂⟩ for all Tx ∈ G′,
where ϕ(t) = c exp

(
−σt2

)
for c ∈ C and σ > 0. A nice

property of exponential distributions, G′, is that the FT is a linear
isomorphism for the dual space G′, i.e., F : G′ → G′ because FT
is a linear isomorphism for the space of Gauss functions, i.e.,
F : G → G. Thus, we can obtain FT of exp(at) with a ∈ R in
the distributional sense as

exp(at) =

∞∑
n=0

antn

n!
⇌

∞∑
n=0

an

n!

(
j

2π

)n

δ(n)(f). (50)

Example 13. Similarly, we can obtain FT of sin(1/t), cos(1/t)
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and exp(j/t) using (40) as

sin

(
1

t

)
=

∞∑
n=0

(−1)n

(2n+ 1)!

1

t2n+1

⇌
∞∑

n=0

j(−1)n

(2n+ 1)!

π

(2n)!
sgn(f)(2πf)2n, (51)

cos

(
1

t

)
=

∞∑
n=0

(−1)n

(2n)!

1

t2n

⇌ δ(f) +

∞∑
n=1

1

(2n)!

π

(2n− 1)!
sgn(f)(2πf)2n−1,

(52)

exp

(
j

t

)
=

∞∑
n=0

jn

n!

1

tn

⇌ δ(f) +

∞∑
n=1

1

n!

π

(n− 1)!
sgn(f)(2πf)n−1. (53)

The next logical question is: Can we further expand the scope
of the FT for a larger class of signals? Can we define a larger
space of distributions such that the FT is valid in that space?
The answers to these questions are explored in the next section.

D. The proposed tempered superexponential distributions and
FT

Let us consider a test function ϕ(t) = exp
(
−σt2

)
for σ > 0, and

x(t) = exp
(
αt2
)

such that exp
(
αt2
)
ϕ(m)(t) → 0 as |t| → ∞

for all α < σ, and m ∈ {0, 1, 2, · · · }. We observe that

⟨x̂, ϕ⟩ = ⟨x, ϕ̂⟩ =
√
π

σ

∫ ∞

−∞
exp
(
αt2
)
exp
(
−π2t2/σ

)
dt

=

√
π

σ

∫ ∞

−∞
exp
(
−t2((π2/σ)− α)

)
dt <∞, (54)

which is finite for only α < (π2/σ) and α < σ =⇒ α <
min(σ, π2/σ). This is to note that α < π for σ = π is the
optimum value of σ. Based on these observations, we propose
and define a linear space of Gauss–Schwartz (GS) functions as
presented next.

Definition 14. Let Gs = Gs(R) = {ϕ ∈
C∞(R) |

(
c1t

k + c2 exp(at) + c3 exp
(
αt2
))
ϕ(m)(t) →

0 as |t| → ∞∀k,m ∈ N0, c1, c2, c3, a ∈ C, α < π}. This is the
space of GS functions, where ϕ(t) = c exp

(
−π(t− t0)

2
)

with
t0 ∈ R, c ∈ C, and all its derivatives have Gaussian type decay.

Thus, the space Gs has a linear combination of the set of
functions {tk exp(at) exp

(
−σt2

)
} for k ∈ N0, a ∈ C and σ =

π. We can also consider σ ∈ C such that its real part Re(σ) = π.
Here, a function of maximum decay is exp

(
−πt2

)
. It is well-

known that S is the largest subspace of L1(R) closed under
multiplication by polynomials on which the FT and IFT exist.
Similarly, the space of test functions Gs is the smallest linear
subspace of S, where FT can be defined for its dual space G′

s.
Since Gs ⊂ G, it implies that G′ ⊂ G′

s. The space Gs is smallest
in the sense that its dual space G′

s is the largest linear space over
which FT can be defined by duality. The proposed space Gs(R)
is dense in L2(R) as the linear combinations of Gaussians with
a single variance are dense in L2(R) [24].

From a test function ϕ(t) = c exp
(
−πt2

)
for c ∈ C, we can

generate infinitely many test functions (i) by shifting ϕ(t− t0),
∀ t0 ∈ R, (ii) by amplitude scaling ci ϕ(t), ∀ ci ∈ C, (iii) by
forming linear combinations

∑
i ciϕi(t), ∀ ci ∈ C, and (iv) by

considering products ϕ(t1, · · · , tm) = ϕ(t1) · · ·ϕ(tm) to obtain
examples in higher dimensions.

Clearly, Gs is a linear space because (i) ϕ1 + ϕ2 ∈ Gs for
all ϕ1, ϕ2 ∈ Gs and (ii) c ϕ ∈ Gs for all c ∈ C and ϕ ∈ Gs.
Some properties of the GS space Gs are: (1) Gs is a vector space
and is closed under linear combinations; (2) Gs is not closed
under multiplication. For example, c1 exp

(
−πt2

)
∈ Gs and

c2 exp
(
−πt2

)
∈ Gs. However, c1c2 exp

(
−2πt2

)
̸∈ Gs; (3) Gs

is closed under multiplication by polynomials and exponentials;
(4) Gs is closed under differentiation; (5) Gs is closed under
translations and multiplication by complex exponentials; and (6)
The functions of Gs are integrable, i.e.,

∫
R |ϕ(t)|dt < ∞ for

ϕ ∈ Gs.

Example 14. Let us consider a function ϕ(t) = exp
(
−πt2

)
∈

Gs. The time shifting of ϕ(t) by t0 corresponds to ampli-
tude scaling and multiplication by an exponential as ϕ(t −
t0) = exp

(
−πt20

)
exp(2πt0t) exp

(
−πt2

)
. Similarly, the time

shifting along with n-times differentiation (ϕ(n)(t − t0)) cor-
responds to amplitude scaling, multiplication by an exponen-
tial, and an nth degree polynomial. The FT of these func-
tions are (i) ϕ(t − t0) ⇌ exp(−j2πft0) ϕ̂(f), (ii) ϕ(n)(t −
t0) ⇌ (j2πf)n exp(−j2πft0) ϕ̂(f), where ϕ(t) ⇌ ϕ̂(f) =
exp
(
−πf2

)
. Therefore, the proposed GS space is closed under

multiplication by only functions of polynomial and exponential
growth and decay. Thus, the product of functions in Gs is
not in Gs because the decay of the resulting function after
multiplication will be faster than that defined for functions in
Gs.

Definition 15. A tempered superexponential distribution is a
continuous linear functional on the space of GS functions, i.e.,
it is a mapping from Gs → C. The dual space of Gs is denoted as
G′
s, which is a space of tempered superexponential distributions.

A tempered superexponential distribution (TSE) refers to a
distribution of temperate superexponential growth, meaning
thereby a growth that is at most exp

(
αt2
)

with α < π. One can
observe that the linear spaces follow the following containment:
D ⊂ S ⊂ L2 ⊂ S ′ ⊂ G′ ⊂ G′

s ⊂ D′ and Gs ⊂ G ⊂ S ⊂
L2 ⊂ S ′ ⊂ G′ ⊂ G′

s ⊂ D′ as shown in Figure 5. Moreover,
D ̸⊂ Gs and D ̸⊂ G. Since a test function ϕ ∈ Gs and its FT
F{ϕ} = ϕ̂ ∈ Gs, ⟨T̂x, ϕ⟩ = ⟨Tx, ϕ̂⟩ =⇒ ⟨x̂, ϕ⟩ = ⟨x, ϕ̂⟩ for
all Tx ∈ G′

s, where ϕ(t) = c exp
(
−πt2

)
for c ∈ C. A nice

property of TSE distributions belonging to G′
s is that the FT is

a linear isomorphism, i.e., F : G′
s → G′

s because FT is a linear
isomorphism for space of GS functions, i.e., F : Gs → Gs. Thus,
we can obtain FT of exp

(
αt2
)

with α < π in the distributional
sense as

exp
(
αt2
)
=

∞∑
n=0

αnt2n

n!
⇌

∞∑
n=0

αn

n!

(
j

2π

)2n

δ(2n)(f), (55)

∞∑
n=0

αn

n!

(
j

2π

)2n

δ(2n)(t) ⇌ exp
(
αf2

)
=

∞∑
n=0

αnf2n

n!
. (56)
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D

S
G
Gs

L2

S ′
G′
G′
s

D′

Fig. 5. Venn diagram representation of the linear spaces wherein D ⊂ S ⊂
L2 ⊂ S′ ⊂ G′ ⊂ G′

s ⊂ D′ and Gs ⊂ G ⊂ S ⊂ L2 ⊂ S′ ⊂ G′ ⊂ G′
s ⊂ D′.

Moreover, D is neither a subset of Gs nor a subset of G.

V. SUMMARY

Convergence of Fourier Series

FS exists if any one or more of the following conditions are
fulfilled:

1) x̃ ∈ L1(T) ∩BV (T).
2) x̃ ∈ BV (T).
3) x̃ ∈ Lp(T) for p > 1.

Convergence of Fourier Transform

FT exists if one or more of the following conditions are
satisfied:

1) x ∈ L1(R).
2) x ∈ L1(R) ∩BV (R).
3) x ∈ BV (R).
4) x ∈ L1(R) ∩ L2(R).
5) x ∈ L2(R).
6) x ∈ Lp([a, b]) for p ≥ 1, where x(t) = 0, t /∈ [a, b].
7) x ∈ S ′(R) that has at most polynomial growth, FT exists

in the sense of tempered distribution.
8) x ∈ G′(R) that has at most exponential growth, FT exists

in the sense of exponential distribution.
9) x ∈ G′

s(R) that has at most tempered superexponential
growth (i.e., x(t) = exp

(
αt2
)

for α < π), FT exists in
the sense of tempered superexponential distribution.

Thus in a nutshell: FS exists if x̃ is an Lp(T) function for p >
1; and FT exists if x is a tempered superexponential distribution
G′
s(R).

VI. CONCLUSION

In this work, we have investigated and provided a detailed
description of the various conditions that guarantee the existence
of Fourier representation for a given signal, along with some
suitable examples. The space of Gauss–Schwartz functions and
corresponding distributions have been proposed. The distribution
theory has been leveraged to show that FT can be defined for
distributions of at most tempered superexponential growth. We
have also elaborated on the interpretation of FT for some popular
signals because these clarifications are lacking in the popular
signal processing literature. The findings from this discussion can

help in building a clear and complete understanding of Fourier
theory for all researchers and practitioners working in the related
areas.
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