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Abstract

In recent years, Physics-informed neural networks(PINNs) have be-
came one of the most popular methods for solving partial differential equa-
tions(PDEs). PINNs have many advantages, such as not facing the curse
of dimensionality, low data requirements, and easy inverse problem solv-
ing. Introducing collocation points and PDE loss is the key to the PINNs
while the distribution of collocation points has a significant impact on
the training efficiency of the PINNs. Uniformly distributed collocation
points may not capture the different scale features of the solution. To
address this problem, we propose an adaptive method of sampling collo-
cation points with modified Markov chain Monte Carlo method(MCMC).
The MCMC-based adaptive collocation point sampling method(MCMC-
PINNSs) is divided into two steps, constructing distribution of collocation
points and sampling in it effctively. Using residual as an indicator for
collocation points distribution has been validated and residual of PDE
converge to 0 as training progrosses, so we choose a monotone increasing
function of residual as the unnomalized probability distribution of the col-
location points and use MCMC to sample the collocation points. MCMC-
PINNs can improve accuracy of PINNs and we prove a error bound of it.
Finally, several numerical examples are used to illustrate the performance
of MCMC-PINNS.
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1 Introduction

Partial differential equations(PDEs) are an important model for describing laws
and systems in the real world, and the study of numerical algorithms for PDEs
has a very well-developed framework[16, 19]. Limited by the grid discretization,
inevitably, the traditional numerical algorithms will face the curse of dimension-
ality, while it is difficult to apply to the inverse problems. With the improvement
of computer performance and the increase of data, data-driven machine learn-
ing methods have been greatly developed[5, 17, 23, 26]. However, there are
significant limitations in solving PDEs using data-driven methods due to the
difficulty in obtaining data from complex PDEs. To solve the problems above,
PINNs was proposed[18]. Combined with PDEs, PINNs could give 0-label data
at any location in the computation domain by introducing colocation point.
The 0-label data greatly expands the data sources for the model, which removes
the limitation of solving PDEs by data-driven methods[8, 9]. In recent years,
PINNs methods have recieved more and more attention and be widely used to
solve forward and inverse problems for PDEs|[3, 15, 12, 11].

Since the collocation points can be placed anywhere in the computation do-
main, we can choose as many collocation points as we want, theoretically. But
the number of collocation points affects the efficiency of solving PINNs method,
so how to choose collocation points affects the efficiency of the PINNs. The
traditional PINNs method apply uniform distribution to sample the collocation
points, which is obviously not an optimal choice and has been confirmed by
many works. First of all when the computation domain is unbounded, it is not
possible to distribute collocation points using uniform distribution. When there
is a lack of knowledge about the structure of the solution, it is difficult to choose
a bounded region and solve PDEs accurately only by the collocation points in
it. On the other hand, for problems with bounded computation domain, the
structure of the PDEs solutions may be very complex, with multi-scale features.
It is difficult to capture the structural features of the solution at all scales with
high efficiency by sampling collocation points uniformly. Too few collocation
points will cause the model to ignore small-scale features of the solution[22,
13], and too many collocation points will be computationally wasteful for other
regions. Referring to the idea of adaptive encryption in traditional numerical
methods, the development of adaptive collocation points sampling methods is
an effective exploration for improving the efficiency of the method[24, 14, 10,
7, 4, 20]. The earliest proposed adaptive collocation points sampling method
is residual-based refinement method (RAR)[14]. RAR improves PINNs by col-
lecting a large number of collocation point candidates and selecting those with
the largest residuals to join the training set. But when the dimension is high
or the small-scale feature regions of solution are small, it is difficult for the
candidate points to fall into the regions with large residuals, which affects the
efficiency of the algorithm. In [6], the idea of using p-th power of the absolute
residuals as the unnormalized probability distribution has been proposd. Using
Metropolis-Hastings method or self-normalized sampling method to sample col-
location points is another highlight of this paper. But how to choose the number



of power of the the absolute residuals and the adaptivity iterations are still prob-
lems. In [21], instead of sampling the collocation points, the generated model is
used to approximate the distribution of the residuals through an additional de-
signed network. But the additional network will increase the complexity of the
model and the training time. In [25], the authors provide a broader overview of
methods for adaptive collocation point sampling, extending the coverage of the
methods by adding a constant ¢ to the unnormalized probability distribution.

Based on the discussions above, we propose an adaptive collocation point
sampling method based on a modified MCMC[2] method for PINNs(MCMC-
PINNSs). In this paper, to achieve the purpose of sample more collocation points
with larger absolute residuals, the absolute residuals are regarded as the kinetic
energy at the locations, and the probability distribution of the collocation points
can be constructed by canonical distribution based on the energy. In order to
improve the efficiency of sampling method, we modify the standard MCMC
method to sample the collocation points. With the MCMC-PINNs strategy,
PINNSs can achieve more accurate result. This work can give three contributions
as below:

e Consider the absolute residuals from the energy perspective and con-
struct the probability distribution of the collocation points using the
canonical distribution based on the energy.

e Use the above probability distribution sample collocation points adap-
tively, give an adaptive stopping criterion corresponding to it and anal-
ysis the convergence of the method.

e Improve the MH method by a given anisotropy proposal distribution
based on the computational region and a map from outside the compu-
tation domain to inside without changing the stationary distribution.

The remainder of the paper is organized as follows. In Section 2, we briefly
introduce the knowledge of PINNs and MCMC. After that, we give the ooverall
MCMC-PINNSs algorithm. In Section 4, we present the convergence analysis of
MCMC-PINNs. In Section 5, we illustrate the proformance of MCMC-PINNs
by several numerical experimentes and we conclude this work in Section 6.

2 Preliminaries of PINNs and MCMC

For the proposed MCMC-PINNs method, there are two main parts of prelim-
inary knowledges, which are PINNs and MCMC, and in this section we will
introduce them briefly

2.1 Physics-Informed neural networks

Let € R? be the spatial domain and [0, 7] be the calculation time interval. A
general PDE can be represented as:

N(x, t;u(z,t) =0, x€Q te[0,T] (2.1)



where A([-] is a differential operator and u(z,t) is the solution. If the PDE is
time-independent, we can also use 2.1 to represent it with omitting ¢ from it.
Then the initial condition and boundary condition can be expressed as

u(x,0) = up(x), zel
{ﬁ(w,t;u(az,t)) =0, xed tel0,T] (22)

where ug : Q — R is the initial operator and B : R%T? — R represents the
boundary operator. To approximate the solution u(x,t) with 4(x,t), three
errors can be introduced to measure the difference between @ and w.

- / (i, 0)—uo () [2dar, - / \B(a, t; i, 1)) 2ddt,
Q 8% [0,T]

— / N (@, t, i, 1)) 2dadt
Qx[0,T]

(2.3)
represent the difference between @ and u in terms of initial condition, boundary
condition and PDE respectively. Obviously, if we can solve the PDE problem
2.1, 2.2 exactly, i.e. 4(x,t) = u(ax,t), then €;ni, €pou, and eppp are exact 0, so
a good approximation @(ax,t) should minimize the generalization error:

e(4) = €ini + €bou + EPDE (2.4)

For PINNs, deep neural network(DNN) is usd to approximate the solution
u(x,t). Assume the parameters of the DNN is 6, the approximation solution is
@(x,t;0). Then PINNs is essentially designed to solve the following optimization
problem:

gréig e(u(x, t;0)) = géic{)l €ini + €bou + EPDE (2.5)

Because the generalization error cannot be optimized directly during training,

three pointwise residuals are applied to approximate the generalization error of
DNN.

Nini Niou
1 R . L 1 7 TR
Ling(0) = 3 — D (@™, 0:0) — o) Loou(6) = 55— D B}, 61
=1 i=1
LPDE(G) = |N($i;ti;ﬁ/(mi7ti;9)>|2
Nppr =

(2.6)
where {@i"}Nini €  {(abov, thon)}Nvow € 9O x [0, T, (i,t;) € Qx[0,T) are all
uniformly distributed and N;y,;, Npow, Npppr are the numbers of points used to
calculate the residuals of initial condition, boundary condition and PDE. Then
the optimization problem 2.5 can be transformed into:

in £(4 t;0)) = min L;,; (0 Lpoy (0 L 0 2.7

min £(a(x, t;6)) = min Lini(9) + Loou(9) + Lrpe(0) (2.7)

For the initial condition and Direchlet boundary conditions, the correspond-
ing term of the loss function £(4) is the standard supervised learing loss, so the

(", 12750))



initial and boundary training data should be label-data, i.e { (2", ti"), yini} Nini
and {(zbou, ttov), u?ou}fi”‘l’“. For PDE and the other types of boundary condi-
tion, the location of the collocation points and boundary point is the only thing
we should know. Moreover the PDE loss can be regarded as a kind of regular-

ization.

2.2 Markov chain Monte Carlo method

Given an unnormalized probability distribution, there are difficulties in sam-
pling from it, because the normalization constant is unknown, so Markov chain
Monte Carlo method can be used. MCMC is an advanced sampling method that
generates samples in the target distribution with the help of Markov chains.
Consider an unnormalized probability distribution 7(x), whose state space is
X, the MCMC method aims to construct a Markov chain on X with 7(x) as its
stationary distribution. A sufficient condition of it called reversibility condition,
is to find a transition kernel K (x,y) satisfies that

/ _ lde) (. dy) = 7(dy) (2.8)

Detailed balance condition is an equivalence condition of the reversibility con-
dition. It can be described as blow:

Definition 2.1. A markov chain with transition kernel K satisfies the detailed
balance condition if there exists a function w(x) satisfying

K(y,z)n(y) = K(z,y)m () (2.9)

for every (x,vy)

Then if the Markov chain can be simulated for a long enough time, we
can say that the state of the Markov chain is the samples from the stationary
distribution.

Metropolis-Hasting method is one of the most widely used MCMC algorithm
and it provides a simple method for constructing transition distributions that
satisfy the reversibility condition. It splits the transition probability into two
terms. One of them is proposal distribution which is a probability distribution
for generating new state. The other one is acceptance probability, used to de-
termine whether to accept the new state. Assuming that g(y|z) is the proposal
distribution from « to y, then it can be proved that

. 0
a(x,y) = min{l, - (2.10)

is the optimal acceptance probability satisfying the reversibility condition. The
MH method is shown in 2.2.



Algorithm 1 Metropolis-Hasting algorithm

Require: Initial state =°, proposal distribution ¢(-|z), number of samples N.
1: fori=1: N do
2:  Sample v from a uniform distribution, u ~ U0, 1].
3. Sample new state y from proposal distribution, y ~ g(y|z?~1).
4:  Calculate the acceptance probability of the new state,

(2= 1)q(y|zl 1)

(i-1) ) = mi T
ax ,Y) = min{l, .
( ) { m(y)q(z(~]y)

5 if u < a(xY y) then

6: Accept the new state, z() =y

7 Reject the new state, (¥ = 2(—1
8  end if

9: end for

Ensure: Samples {z(V), ) . ()}

3 PINNs with modified MCMUC collocation point
sampling method (MCMC-PINNs)

In this section, we will introduce the MCMC-PINNs method in detail. MCMC-
PINNs updates the distribution of collocation points based on residuals at every
adaptivity iterations and use modified MCMC algorithm to sample them, which
can improve the result numerical accuracy and reduce the need of the number
of collocation points. The MCMC-PINNs can be devided into two mainly steps.

e Construct the probability distribution of collocation points.
The collocation points are related to Lppg in loss function and eppg
in generalization error and updating the collocation points aims to min-
imize the PDE reisdual directly. So the distribution can be represented

as:

’/T("B7t) O(p(ﬂj,t) = FP(T(mat)) (31)
where F, : ® — R and r(x;) = |AN(x, t; u(x, t))| is the absolute residuals
of PDE.

e Sample collocation points from the probability distribution.
According to 3.1, only an unnormalized probability density function
based on residuals can be obtained. Since the normalization constant
is unknown, it is not possible to sample directly from it, so the MCMC
method needs to be used.

In the rest of this section, We will specify the workflow of the above two steps
of MCMC-PINNs



3.1 Construct the probability distribution of collocation
points

To minimize the generalization error, the PDE error term of it should be min-
imized over Q x [0,7]; at the same time, the PDE residual will significantly
decrease in neibourhoods of the collocation points. For the above two reasons,
more collocation points should be distributed in the area with larger residuals.
As mentioned above, the unnormalized probability distribution has the following
form

p(,t) = Fy(r(z, 1)) (3.2)

It follows that F}, should be monotone increasing functions. Moreover, when the
PDE error term of generalization is 0, the collocation points should be uniformly
distributed.

For functions with lower bound f(x), we can take it as the potential en-
ergy, the corresponding probability distribution can be constructed using the
canonical distribution:

f(z)

ro(@) = %exp(—T). (3.3)

where T is the temperature of the system and Z is the normalizing constant.
It is obvious that 7(x) is a monotone decreasing function with respect to f(x).
However, we can construct a monotone increasing probability distribution with
respect to f(x) in the same way. Assume that the total energy of the system is
E,q. and treat f(x) as the kinetic energy of the system. Then we have

1 —F
Fy) = exp(12L - Pz (3.4)
When the computation domain is a compact set, the absolute PDE residual

r(x,t) is bounded. Now, we can construct the distribution as

t)— F
w(@.) o pla. ) = exp( ") Fimas (3.5)
For each adaptivity iteration, we can take Ep,q, = max r(x,t). When the
z,teQx[0,T]

( % ) = 1, which is the uniform

generalization error is 0, 7(x, ) o exp
distribution over the computation domain.
On the other hand, for any 0 < ¢ < T, the probability distribution mentioned

above can be transformed into the following form,

w(@, ) o pla, 1) = exp( "2 Fmas,
_ —FEaz r(x,t)
= exp( T ) exp( T )
= Lexp( ) Texp(M 2 ) — o) 4 Lexp( o)
(3.6)



Let Z be the normalization constant of 3.6, which can be splited into two terms
Z = 71+ Zy, where

7 = / T exp(
Qx[0,T]

The probability distribution = (x, ) can represented as:

r(x,t)

) — cdxdt Zy = / cdxdt (3.7)
Qx[0,T]

1 —Fmaz., 1 r(x,t)
= -— —_— T —
P, 1) = o exp( ) (S (Texp 2 — ) 4-0)
1 —Fpe ZiTexp™ @ ¢ 7, Tc
= Texp( T )(7 7 772) (3.8)
_ZlTexpT(;—’t)—c Zy ¢
W(m,t) = 7—21 ?272

It can be seen as a combination of two distributions, one of which is proportional
toT exp(@) —c and the other is a uniform distribution over the computation
domain. For each adaptivity iteration, sample collocation points from 7 (x,t)
is equivalent to selecting % of collocation points from the distribution propor-
tional to Texp(@) —c and % collocation points uniformly distributed over
the computation domain. This can also be seen as a strategy for adaptively
adjusting the ratio of the two distributions, and ¢ controls the maximum pro-
portion of collocation points sampled from uniform distribution. The closer ¢ is
to T, the greater the maximum proportion of collocation points generated from

uniform distribution and vice versa.

3.2 Sample collocation points from the probability distri-
bution

As mentioned above, MCMC method is applied to sample collocation points
from an unnormalized probability distribution. MH method is one of the most
popular MCMC method, which is used in this paper. For the MH method,
the choice of the proposal distribution significantly affects the efficiency of the
method.

First of all, for many PDEs, the scales of various dimensions of the computa-
tion domain cannot keep consistent. The standard proposal distribution of MH
method is an isotropic normal or uniform distribution. It is difficult to choose a
good stepsize €, and number of steps Ny;carc, such that each collocation point
can efficiently explore the entire computation domain. So, in this case, changing
the proposal distribution is an effective way to improve the efficiency of the MH
method to explore the computation domain. For the general sampling problem,
the adaptive MCMCJ1] uses the covariance matrix of collocation points as the
covariance matrix of the normal proposal distribution, so that all collocation
points on a Markov chain can be distributed more often in the high probability
region. But when we apply it to sample collocation points for PINNs, how to
make all collocation points explore the whole computation domain efficiently is



the key problem. So, here we choose a diagonal matrix as the covariance matrix
of the normal proposal distribution, and each element of the matrix is the square
of the length of the computation domain in the corresponding dimension, i.e.
q(ylx) = N(z,%), ¥ = diag(o1,...,0q11) and 0; = A2, i =1,...,d + 1, where
A, is the length of the computation domain in the i-th dimension.

On the other hand, the computation domain of PDE is often bounded, if
the candidate colllocation point falls outside the computation domain, then it
will be rejected. In general, the higher the acceptance probability, the higher
the sampling efficiency for the same € and the same Njy;care. So how to reduce
the cases where the collocation points are rejected because of falling outside the
computation domain is another idea to improve the MH method.

To achieve this goal, we want to construct a function g : R4t — Q x
[0,7] which maps the candidate collocation point oustside the computation
domain into it to avoid too many rejections. As mentioned above, detailed
balance condition 2.1 can ensure that the stationary distribution is the target
distribution. Assume that the MH transition kernel of w(x,t) is:

K(z,t;-) = q(-|z, t)a(x, t; ) (3.9)
and we have:
m(x,t)q(x’ ' |z, t)a(z, t; 2, ') = w(2', t)q(x, t|z' , ¢ )a(z' , t';2,t)  (3.10)

for any (2/,t') € Q x [0,T]. q(x',t'|x,t) is the proposal distribution and
oz, t; 2’ 1) is the acceptance. When the proposal distribution is symmetric
over R ie. q(x',t'|x,t) = q(zx, t|x’,t') for any (x,t), (x',t') € R4HL, the ac-
ceptance probability has very simple form, o(z, t; 2, ') = min(1, 7:5(2/:;) ), which
is very helpful for sampling. So we want the new proposal distribution can en-
sure that the stationary distribution is 7(«, t) without changing the acceptance
probability.

Theorem 3.1. Assume that q(-|z,t) is a symmetric proposal distribution and
the transition kernel q(-|x,t)a(x, t;-) satisfies the detailed balance condition 2.1
for m(x,t). For any function g : R+ — Qx [0, T)] satisfying g(x1,t1) = (x1,t1)
inside the computation domain and any point (z',t') € Q x [0, T\, if
there exists a one-to-one correspondence of (',t') with (x”,t") satisfying the
following conditions:

1. g(@",1") = (z1,t1) and g(x',1') = (@2,t2);
2. q(x' t'|xy,t1) = q(a”, ¢ e, ta).
Then the proposal distribution
¢ (|lzr,t) = /Kdﬂ q(' ¢ a1, 1)z ) ()’ dt’ (3.11)
can avoid rejections caused by candidate collocation points falling outside the

computation domain and ensure that the stationary distribution is w(x,t) with-
out changing the acceptance probability. Iy iy (2,t) is an indicator function



with respect to (x,t):

1 (x,t) =g(@',t)

Hg(m/7t/)($,t) = {0 (312)

otherwise

The details of the proof can be seen in Appendix.

Now we can propose the modified MH method as below, For two-dimensional
problems, when the computation domain is a rectangle, g can be choosen as the
bounce function with respect to all the boundaries:

g(x) =Ub— |A — (x — Lb)%2A]| (3.13)

where Ub is the upper bound of the computation domain and Lb is the lower
bound of the computation domain. Finally, we can propose the MCMC-PINNs
method 3.2

For MCMC-PINNs we should note four points below:

e For MCMC-PINNs, when Max(r(x,t)) > pmaz, we choose r(x,t) as
the unnormalized distribution of collocation points. This is because
when r(x, t) is very large, exp(r(x,t)) may not be computed and make
it more difficult for collocation points to move away the local maxima
of r(xz,t).

e Because Z; and Z; are defined by integration, it may be difficult to
calculate in practice, so we can choose ¢ = p,Z;. Then the proportion

of collocation points equals to 3 f;;‘) -

e In practice we can also take 7(x,t) = r(x,t) for simplicy, because if we
take T' = ¢, T exp @ — ¢ is an equivalent infinitesimal quantity of
r(x,t). As training proceeds, for r(x, t) closed to zero, they are similiar

to each other.

4 Convergence Analysis

In this section, we will give the convergence analysis of MCMC-PINNs. To this
end, two assumption need to be given. Generally, the initial condition can be
considered as part of the boundary condition.

Assumption 4.1. Consider the general PDE with the following form

x e
x € 0N

L(w;u(z))

B u(=)) 1)

:0’
:O7

where L is a linear operator and L : H — H, where H is a Hilbert space on Q.
Assume that there exists positive constants C1,Cy indepedent of v satisfy:

Cillvllz.0 < [l2vll,0 + brll200 < Caflvll20 (4.2)

10



Algorithm 2 Computation domain based modified Metroplis-Hasting algo-
rithm for PDE
Require: Initial points {(m§0),t§0))}l§y:’°1DE, computation domain upper bound
Ub, computation domain lower bound Lb, number of samples N, function
g, stepsize €, number of steps Npeme-
1: fori=1: N do
2. for j=1: Npeme do
3: Generate a number from the uniform distribution, u ~ U[0, 1].
4: Sample new intermediate state (x’,t') from proposal distribution,

(@', t) ~ N((wgi_l),ty—”LZ), where

Y = diag(o3,...,05.1), A=Ub—Lb, eo; =A;, i=1,..d+1.

5: Map the intermediate state to the new proposal state,
(", t7) = g(&', t').
6: Calculate the acceptance probability of the new state,

i—1 i—1 ok i—1 i—1
(™ A 1 (2D, 40 7Y), )
m(a, )@\ 1Y (@, 1), 3)

a(@{ ™V, D 2" %) = min(1,

}.

J
7: if u < a(xg-i_l),tgi_l);m*,t*) then

8: Accept the new state, (:c;i),tg-i)) = (z*,t*);

o: else o _ ‘

10: Reject the new state, (azy),ty)) = (:):E-%l),t;l*l)).
11: end if

12:  end for N _

13: Let (x0),t0) = ({Vmeme) ¢{Nmeme))
14: end for

Ensure: Samples {(z™),tM), ..., (™) ¢(N))}

11



Algorithm 3 MCMC-PINNs

Require: Parameters of neural networks 6, initial condition training data

10:
11:
12:
13:
14:

: Sample the collocation points Xppr = {(x

Xini = {(zi™, tzm)}i\ii”, boundary condition training data Xpe. =
{(abow, thou)yt Neou  threshold for the mean of absolute PDE residuals, p,
threshold for the maximum of absolute PDE residuals, p,q,, maximum
adaptivity iteration Max;se,, the temperature of the canonical distribution,
T, c.
PDE tPDEWNEDE from a uni-
form distribution over the computation domain.
Apply algorithm 3.2 to update the collocation points Xppp =
{(@FPP 1FDP) Nroe
while Mean(r(x,t)) > p and Njer < Maz e, do
Train # by minimizing the loss function with X, Xpouw and Xppg.
if Max(r(z,t)) > pmas then
Let w(x,t) o< r(a,t);
else
Let m(x,t) o< exp(
end if
fori=1: NPDE do
Apply algorithm 3.2 to generate new points (x},t}) from m(x,t).
end for
Update collocation points Xppr = {(x],t;

end while

’r‘(:;,t) )

N
)L

Ensure: Parameters of neural network 6*

12



The above condition is called the stability bound, which is essential to the
existence and uniqueness of problem4.1.

Assumption 4.2. The solution of neural network i(x;0) can be trained suffi-
ciently to satisfy the condition, i.e. for any €:

|B(u(z) — a(x;0))||2,00 < € (4.3)

Theorem 4.1. Assume the computation domain Q is bounded, and let G (x;0)
be the MCMC-PINNNs solution of 2.1. For a monotone increasing function
f(x), if we can find a positiv constant M such that M f(r(x)) > r(x). Take
m(x) o< M f(r(x)) as the probability distribution of collocation points, and for
any €, if

Er@[r(z)] <e (4.4)
we have
lu(e) —a(x, 0)ll20 < V2C1 (M f(rmas) Saer + i)'/ (4.5)
where
Tmaz = max|r(z)], (4.6)

Sq is the area of 2.

Proof. Let v(x) = u(x) — u(x;0). According to Assumption 4.1, we have

lu(z) — @(x; 0)||2,0

<C7Y(||L(, u(z) — W, 0))||2.0 + || B(u(@) — i(z;60))|2.00) wn
=CT (|r() 2.0 + | Bu(z) — (23 6))|[2,00) '
V207 (|Ir(@)|3. + [1B(u(e) — u(z;0))]3 50) *
From Assumption 4.2,
[lu(x) — u(x; 0)||2.0 < V20T (|[r(x; 0)|[3.o + ) ® (4.8)

Because the computation domain is bounded and neural network is a smooth
function, there exists 7,4, = max |r(x)]. It follows that:
EAS

/ f dw < f(rmam)SQ (49)
Moreover,
E,r x)lr(x)] < e
fQ f(r(x))dx
fn r(x))dz
/Q ()M f(r(x))de < M f(rmaz)Sacr

< €
(4.10)

/ r(x)?de < M f(rmaz)Saé,
Q

13



Finnally we have
[[u(X) = w(X;0%)|[2.0 < V2O (M f(rmac) Sae + €3)?. (4.11)
O

Clearly f(z) = = satisfies the conditions in Theorem 4.1. Moreover, we

can prove that the unnormalized canonical distribution exp(Z) satisfies the
r(z)

conditions. If we take M =T, we have T exp(=*) > r(x), when r(x) = 0 and

r(®)
%ﬂg” = exp(@)r’(:c) > r'(x), for any « > 0, then we have Texp(@) >

r(x) for any r(x) > 0. It follows that no matter we choose 7(x) o r(x) or
m(x) exp(r(;) ), if Ex(z)[r(2)] < €, the error between u(x) and (x,t) can be

bounded, i.e. MCMC-PINNs convergences.

5 Numerical Examples

In this section, we use three time-independent and two time-dependent PDEs
to illustrate the performance of MCMC-PINNs algorithm.

5.1 Experimental Setup

Firstly, we give the basic settings of the three methods used for comparison in
this paper.

e PINNs: The baseline PINNs method, updating collocation points with
uniform distribution at every iterations.

e MH&PINNs: The method proposed in [6], updating collocation points
by baseline MH methods.

e MCMC-PINNs: The method we proposed in this paper, updating col-
location points by 3.2

Unless special mentioned, we will use the parameters below. Nppgp =
5000, Npoiw = 5000, N;y,; = 2000. And the network we used is a fully con-
nected network with 6 hidden layers, 32 neurons in each layer and tanh as the
activition function. The main optimizer of network is ADAM with learning
rate Ir = le — 4 and iteration nepoer, = 10000. The maximum we update the
parameter of network is M = 10. Because most numerical examples we test is
zeor in most region of the computation domain, so we choose the mean square
error(MSE) to illustrate the performance of each method.

Ny

MSE= — 3 (u(@.t) — i((z, 1); 0))> (5.1)

i=1

where N, is the number of test data.

14



For MCMC we often choose stepsize € = 0.1, the number of steps ny;cpec =
400 and the proposal distribution as multidimensional independent distribution.
For rectangle computation domain we take the rebounce function 3.13 as g for
MCMC-PINNs. Furthermore, wep, . = 1, Z2 = 0.15Z7 and T = c.

5.2 One peak problem of two-dimensional elliptic equa-
tion

Consider the following two-dimensional elliptic equation:

—Au(l',y) = f(x7y) (mvy) €N

(5.2)
u(z,y) = B(x,y) (z,y) € 09
where the coputation domain © = [—5, 5] x [—1, 1], and the reference solution
is
u(@,y) = exp(=1000[(z — 0:)* + (y — 0y)°]) (5.3)

Let o, = 0.5, 0o, = 0.5, f(z,y) and B(z,y) be the right terms of PDE and
boundary condition of 5.2 corresponding to the exact solution 5.3 respectively.
The exact solution is closed to zero in most region of Q2. But, in a small region,
the solution has a peak and large norm of gradient. So 5.3 can be regarde as
a multi-scale solution. According to the norm of gradient, the neighborhood
of (0g,0y), O(05,0y) can be considered as the small-scale reigion of solution.
We expect to sample more collocation points in the small scale region, which is
helpful for characterizing the small-scale characteristics of the solution.

For this problem the length of computation domain is 10 and 2, respec-
tively. So the covariance matrix of the proposal distribution is choosen as
¥ = diag(25,1). Finally, 256 x 256 uniform meshgrid points over the computa-
tion domain are choosen as the test points, and use the mean square error(MSE)
on the test points as the index to measure the accuracy of algorithms.

From Fig.1 we can see that PINNs cannot find the peak of the solution,
because the small-scale region is too small to use collocation points from a
uniform distribution to capture the small-scale characteristics. MH-PINNs and
MCMC-PINNs both can capture the peak of the solution. But it is obvious
that MCMC-PINNs can obtain a more accuracy prediction than MH-PINNs.
And the mean test error of MCMC-PINNS is % of the MH-PINNSs after training.
At the same time, during training, the test error of MCMC-PINNSs is always
smaller than MH-PINNs.

In Fig.2, we illustrate the residual contour and collocation points of MH-
PINNs and MCMC-PINNs respectively. At the first adaptivity iteration, MCMC-
PINNs can move more collocation points to the small-scale region. The reason
is that the MCMC-PINNs gives the diagonal elements of the covariance matrix
of the proposal distribution different values depending on the length of the inter-
val. The anisotropic proposal distribution allows the collocation points to move
farther in the zi-direction. And as the training progrossece, MCMC-PINNs can
reduce the residual over the computation domain faster than MH-PINNs.
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Figure 1: The distribution of collocation points obtained by two methods
three different iterations
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Figure 2: The abosute error and the predicted curves at ¢ = lobtained two

methods
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5.3 Two peak problem of two-dimensional elliptic equa-
tion

Consider the following two-dimensional elliptic equation:

Viu(z,y)V(2? +y*)] + V?u(z,y) = f(z,y), (z,y) € Q

u(z,y) = B(z,u) (z,y) € 99, (5:4)

where the computation domain is
0 =[-5,5 x [-1,1]
, the reference solution is

ul(w,y) = exp(—1000[<x—om,1>2+<y—oy,1>21>+exp<—1000[<x—om,2>2+<y—oy,(2>21;

5.5
Let 0,1 = 0.5, 041 = 0.5,052 = —0.5, 0,2 = —0.5, f(x,y) and B(z,y) be the
right terms of PDE and boundary condition of 5.4 corresponding to the exact
solution 5.5. Different from 5.3, 5.5 has two peaks far away from the others, it
is more difficult to capture the two peaks of the solution, simultaneously. Same
as the numerical example 5.2, the covariance matraix is diag(25,1) and we use
the network with 64 neurons in each hidden layer. 256 x 256 uniform meshgrid
points over the computation domainare choosen as the test points.

Niteaion =21

Nieraion = 8

A

Figure 3: The distribution of collocation points obtained by two methods at
three different iterations

Same as numerical exapmle 5.2, the Fig.3 shows the testerror contoure of
PINNs, MH-PINNs and MCMC-PINNSs at the 7-th adaptivity iteration and after
training. We can see that the difference between the testerror of MCMC-PINNs
and MH-PINNSs is much greater than numerical example 5.2. MCMC-PINNs
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Figure 4: The abosute error and the predicted curves at ¢ = lobtained two
methods

can achieve a prediction whose test error is half of MH-PINNs. During the
training, the difference maybe even greater.

In Fig.4, same as Fig.2, the number of collocation points of MCMC-PINNs
distributed in the small-scale region is much larger than MH-PINNs. Moreover,
the residuals decreases much faster in the computation domain for MCMC-
PINNSs than for MH-PINNs.

5.4 Two-dimensional unbounded problem of elliptic equa-
tion

Consider the following two-dimensional elliptic equation

Au(m,y) = f(l'7y), (l‘,y) € K2\Q

u(ey) = Bleu)  (ny) € 09, (5:6)

where the true solution is
u(z,y) = exp(—(x —4)* — (y — 4)°) (5.7)
The boundary of €2 is defined as

99 = (cos(t) — cos(5ticos(t) sin(t) — sin(5tisin(t)) (5.8)

We want to solve this problem in a rectangular computation domain. For any

(2,9) € R?\Q, We can use the following function h : 2\Q — [0, 27] x [0, +00)
and its inverse to map (z,y) to polar coordinates or to map (t,r) back to the
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rectangular coordinate system:

t= g - szgn(x)(g — arctan(%))

r = \/3:2 +y2 — (cos(t) — Cos(5ticoS(t))2 — (sin(t) — sin(5té)lsin(t))2

cos(5t) cos sin(5t) sin (5.9)
o= (744 foostt) — Dy iy IO
y=(r+ \/(cos(t) - cos(5t21cos(t) )2 + (sin(t) — sm(5tisin( ))2) sin ¢

000 90°

3746
3278

MH
&P

2810

o | 2301

1873

1405

0.000

Figure 5: The distribution of collocation points obtained by two methods at
three different iterations

In the polar coordinate, g : ®2 — [0,27] x [0, +00) can be:

(x,y) (z,y) € [0,27] x [0, 400)
g(z.y) = 9(z, —y) y <0 (5.10)
g(x%2m,y) z ¢ [0, 27]

Fig.5 shows the residuals and collocation points sampled by two different
methods in the same adaptivity iteration. Clearly, at the begining of adaptivity
iteration, neither method can explore the peak of the solution due to the distance
between the peak and the location of the initial collocation points. And MCMC-
PINNs can distribute collocation points in a larger region and explore the cal-
culation domain more efficiently. At the forth iteration, MCMC-PINNs has
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Figure 6: The distribution of collocation points obtained by two methods at
three different iterations

already found the peak of the solution and apparently more collocation points
are placed near the peak. Larger residuals attract more collocation points to
the small-scale feature region of the solution. Eventually The collocation points
of MCMC-PINNSs tends to be uniformly distributed.

From Fig.6, it is obvious that the prediction error of MCMC — PINNs
is much smaller than the M H&PINNs. In this numerical example, we have
no knowledge about the location of the peak of the solution and the initial
collocation points are far away from the peak, using MCMC — PINNs can
explore the computation domain with high speed as training progrosses without
any human intervension. Finally we can get a better result than M H&PIN N s

5.5 Unbounde domain problem for a time-dependent PDE

The last numerical example we take a time-dependent PDE with unbounded
domain into consideration:

ou(x,t)  O%u(x,t)

+ f(z,t) (z,t) € R x [0,1]

ot a2 (5.11)
u(z,0) = up(x) T ER
The exact solution of this problem is
exp — (z—10)2
u(ax,t) = ———2H4 (5.12)

Vi+1

For this problem, the initial collocation points are uniformly generated in [—6, 0] x
[0, 1], so the covariance matrix of MCMC — PINNs is set to be diag(36,1).
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Figure 7: The distribution of collocation points obtained by two methods at
three different iterations

And g is

o [@n telo. 1 5.13
D= 0 0b |8~ (- b)) otheruise 1)

Form Fig.7, we can see that for M H& PIN N s with standard Gaussian pro-
posal distribution, the collocation points cannot explore the computation do-
main effectivetly. They are more likely to be trapped in a localized region and
cannot be distributed with 7(x,t). On the other hand, MCMC — PIN N s with
the modified proposal distribution can help collocation points fully explore the
computational domain along the x-direction

Form Fig.8, we can also notice that the prediction solution of M H&PIN N s
cannot not capture the characteristics of the exact solution well, the maximum
prediction error is nearly 1. While the prediction solution of MCMC — PINNs
has a relative small prediction error, the maximum prediction error is less than
le — 2, and the distribution of collocation points tends to uniform distribution
as training progrosses.

6 Conclution
In this paper, we present a modified Markov chain Monte Carlo method for

sampling collocation points of PINNs adaptively. The main idea of MCMC-
PINNSs is regarding the absolute residual error as kinetic energy of system and
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construct the canonical distribution of the potential energy as the probability
distribution of collocation points. According to this distribution, we give a con-
vergence analysis of MCMC-PINNs and modify the standard MCMC method
by the length of each dimension in the computation domain and a function map
points outside the computation domain to inside. We want to apply MCMC-
PINNs to more complex problem ,especially complex time-dependent problem.
To achieve this goal, we will study how to use collocation points describe the
time evolution of PDEs. Also, we want to study constructing probability distri-
bution with more indicators to make samples generated from it minimizing the
generalization error more significantly. Work on these problems will be in our
forthcoming papers.
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A The proof of Theorem 3.1

Proof. Consider 3.11,
/ / q(.’B,, t/|ZC1, tl)]lq(:c’,t’) (:ICN, t”)d;c’dt'd:c"dt"
Qx[0,T] J gd+1 ’
:/ q(a;’, t/‘IBl, tl) / Hg(a:’,t’)( " N)dfﬁ”dt”dfﬁ dt
Rd+1 Qx[0,T]

:/ q(x' |z, ty)dx’ dt’
Rd+l

:1’

(A1)

where the second equation follows from the fact that the range of g is © x
[0,T]. Also, it is obvious instead of rejecting the candidate collocation points
outside the computation domain directly, the function g maps them into the
computation domain and decide whether accept them or not.

Since ¢(-|x,t) is a symmetric proposal distribution and the transition ker-
nel ¢(-|x, t)a(x, t; ) satisfies the detailed balance condition for m(x,t), we have

a(z,t;z’',t") = min(1, ”ﬂ((ma;z;) ). Now if we want to prove that the proposal dis-
tribution ¢* (|1, t1) guarantees that w(x, t) is still the stationary distribution of
the Markov chains keeping the acceptance probabilities invariant we only need
prove the transition kernel deH q(x' |2y, t1) gz ) (-)da’dt’ min(1, ﬂ(lg',)m)
holds detailed balance condition. It is obvious that

m(x2,t2)

t "V, t) (e o) (T2, to)dx’dt’ min(1,
wwnt) [ ol ) (2 o) min(l, T

t
:7‘(’(%1,751)/ q(ac’,t’\azl,tl)I[g(w/,t,)(asg,tg)da:’dt' min(l, M
ax[0,7] m(x1,t1)
t
+7T(1B1,t1)/ q(ill/,t/‘IBl,tl)I[g(m/At/)(:Eg,tg)d:l:/dt/ HliIl(LM .
Qx[0,T]\R+1 ' m(x1,t1)
(A.2)
Since g(x1,t1) = (x1,t1), for any (x1,t1) € Q x [0,T], then we have
. 7T<$2;t2)
W(ml,tl)/ q(x’ t' a1, t1) (e ) (2, t2)dx’ dt’ min(1, ——
Qx[0,7T] 9@t m(x1,t1)
t
=m(x1,t1)q(x2, 2T, t1) min(1, (@2, t2)
7T(3317t1)
(i) (A.3)
. ™ 331,
= t t t 1
(@2, t2)q(x1, t1 T2, t2) min(1, ot (@arta)
t
:w(mQ,tQ)/ q(@' ¥ |22, t2) (@ 1) (@1, t1)dzdt’ min(1, (@1, t)
Qx[0,T] (T2, t2)

According to the condition 1 and 2, for any given (x2,t2) € R x [0,T] and
any candidate collocate point (x’,t') outside the computation domain gener-
ated by ¢, there exists only one point (x”,¢") outside the computation domain
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corresponding to (x',t') satisfies:

Ly iy (@2,t2) = 1 g pon(@1,t1) =1 q(@”, |21, t1) = g(@, |22, t2)

(A.4)
It follows that

t
(@1, tl)/ q(x', |21, t1) Ly 1) (@2, t2)dadt’ min(1, m)
QX [0,T]\g+1 ’ (@1, 1)

m(x2,t2)

:TF(CL’l,tl)/ q(ﬂb‘”,t”‘(llg,tg) g(x’’, t,,)(azl,tl)daz dt mln(l
Qx[0,T]\Ra+1 ™ il‘:l,tl

(@1, 11)
:71'(332, tg) / q(m”, t”‘:l)g, tQ)Hg(mll’t//) (wl, tl)dilildt/ min( 7T(2131, )
Qx[0,T)\R4+1 ( )

T\, t2
(A.5)
Combining A.3 and A.5, we prove the detailed balance condition for the transi-
tion kernel ¢* with respect to m U
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