
P
os
te
d
on

14
M
ar

20
20

—
C
C
-B

Y
4.
0
—

h
tt
p
s:
//
d
oi
.o
rg
/1
0.
36
22
7/
te
ch
rx
iv
.2
22
33
82
3.
v
1
—

e-
P
ri
n
ts

p
os
te
d
on

T
ec
h
R
x
iv

ar
e
p
re
li
m
in
ar
y
re
p
or
ts

th
at

ar
e
n
ot

p
ee
r
re
v
ie
w
ed
.
T
h
ey

sh
ou

ld
n
ot

b
..
.

HSAM: Hybrid Sentiment Analysis Model for COVID-19 Contact

Tracing Applications

Raghubir Singh 1 and Neeraj Kumar 2

1University of Bath
2Affiliation not available

October 30, 2023

Abstract

To understand the public’s perception of COVID-19 tracing applications, previous studies were primarily based on exploratory

research, surveys or machine learning methods, which are semantically weak and time-consuming. To increase the reliability of

this analytical methodology, hybrid-based Twitter sentiment analysis can be applied. In this paper, we propose a hybrid model

for sentiment analysis by using Valence Aware Dictionary for Sentiment Reasoning (VADER) + Support Vector Machine (SVM).

We demonstrate from the numerical analysis that a VADER and SVM-based hybrid model provides the best performance with

82.3% accuracy, 0.84 precision, 0.83 recall and 0.82 F1-score. The use of hybrid-based methods is shown to be effective in

analysing the public’s perception towards COVID-19 contact tracing applications using tweets collected from the UK, USA and

India. Positive responses clearly outweighed negatives responses towards contact tracing, but this was contradicted by the low

uptake of apps in all three nations. Our analysis, however, showed that neutral responses were 52% of the collected tweets;

these tweets did not express positive or negative opinions, and subsequent tweets from the same users could not be verified,

thus limiting the number of analyzed tweets available.
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Abstract—To understand the public’s perception of COVID-19
tracing applications, previous studies were primarily based on ex-
ploratory research, surveys or machine learning methods, which are
semantically weak and time-consuming. To increase the reliability of
this analytical methodology, hybrid-based Twitter sentiment analysis
can be applied. In this paper, we propose a hybrid model for
sentiment analysis by using Valence Aware Dictionary for Sentiment
Reasoning (VADER) + Support Vector Machine (SVM). We demon-
strate from the numerical analysis that a VADER and SVM-based
hybrid model provides the best performance with 82.3% accuracy,
0.84 precision, 0.83 recall and 0.82 F1-score. The use of hybrid-
based methods is shown to be effective in analysing the public’s
perception towards COVID-19 contact tracing applications using
tweets collected from the UK, USA and India. Positive responses
clearly outweighed negatives responses towards contact tracing, but
this was contradicted by the low uptake of apps in all three nations.
Our analysis, however, showed that neutral responses were 52% of
the collected tweets; these tweets did not express positive or negative
opinions, and subsequent tweets from the same users could not be
verified, thus limiting the number of analyzed tweets available.

Keywords—COVID-19, Global Health, Sentiment Analysis, Lexicon
and hybrid-based models

NOMENCLATURE

F1-Score: A measurement balance of precision and recall.

FN: The number of positive instances wrongly classified
as negative.

FP: The number of negative instances wrongly classified
as positive.

TN: The number of negative instances accurately classi-
fied as negative

TP: The number of positive instances accurately classi-
fied as positive.

I. INTRODUCTION

THE Coronavirus Disease 2019 (COVID-19) has caused at
least 6.7 million deaths as of January 2023. It has been

Corresponding author: Raghubir Singh, Department of Computer Science,
University of Bath, United Kingdom. Email: rs3022@bath.ac.uk

declared a pandemic and a threat to global health [1]. To
track and reduce the spread of COVID-19, many countries have
developed local digital contact tracing applications [2]. The
primary purpose of these applications is to inform users when
they have been close to infected patients, thus encouraging
close contacts to go into self-isolation to stop the spread of
COVID-19 [3].

Research has shown that a pandemic could have been
stopped if at least 60% of the population used a contact tracing
application [4]. Despite the importance of contact tracing, the
uptake rate worldwide is low. For example, as of end-December
2020, the uptake rate in the United Kingdom (UK), the United
States (US) and India is 28% [5], 14% [6] and 13.5% [7]
respectively. The uptake rate in each country is calculated by
the number of application downloads mathematically divided
by the population in said country. This is a cause for concern
because the effectiveness of the application is tied to the uptake
rate [5], [8]. Although most countries have ceased COVID-
19 restrictions, understanding the public’s sentiments towards
contact tracing applications is still important to prepare the
world for the next disease outbreak of a highly transmissible
communicable disease.

A. Motivation

Several research studies have analysed opinions towards
COVID-19 contact tracing applications. Several opinions point
to privacy and security issues, application effectiveness [9] and
social influence [10]. However, most of the research focused on
exploratory research [11], [12], survey analysis [9] and manual
analysis of users’ reviews [13]. These methods are labour-
intensive and require collecting primary data, which is time-
consuming. To address these limitations; artificial intelligence
methods can be applied to analyse the public’s perception in a
shorter time and with much less human labour.

Online users are generating more opinionated textual data
with the ease of accessibility to social media [14]. In recent
years, sentiment analysis in microblogs has become an emerg-
ing field as it yielded valuable user insights [15]. Twitter is a
significant source for sentiment data collection as it is one of



the most prominent social media platforms, and it allows users
to express their opinions freely [16], [17]. Sentiment analysis is
a study of opinions and feelings towards an entity. An entity
can be anything, such as an organisation, an individual or a
product. Sentiment analysis is a valid tool for studying the
public’s perceptions as it has produced high performance [18].
The outcome of sentiment analysis is the polarity classification
of an entity, and it has been applied across many domains,
including product reviews [19] healthcare [20] and fake news
detection [21].

Figure 1 shows a timeline of serious disease-related mortality
from the Third Plague Outbreak in nineteenth-century China
to the Covid-19 pandemic. Unlike the Spanish Flu epidemic,
COVID-19 occurred in the modern digital age where mass
communication is both rapid and very widespread. Unlike
HV/AIDs, COVID-19 deaths were mostly in just three years,
2020-2022. The rapidly increasing death toll, therefore, was a
major challenge to how contemporary societies can (and did)
react to a global pandemic of a contagious disease.

A recent study surveyed 43 research articles and summarised
the approaches to Twitter sentiment analysis. Sentiment anal-
ysis is more challenging than the traditional classification
method, especially when analysing Twitter data, as each tweet
has a limit of 280 characters. The approaches include machine
learning methods, lexicon-based methods and hybrid-based
methods. The study concluded that most of the surveyed
research applied machine learning algorithms [22]. In other
studies, machine learning methods are found to be semantically
weak [23] and time-consuming due to the manual labelling
of training datasets for each application domain [24]. These
limitations are mitigated by combinations with lexicon-based
methods to create hybrid-based methods [25].

B. Our Contributions

This paper presents a hybrid sentiment analysis model
(HSAM) for COVID-19 tracing applications. The main contri-
butions of this paper are threefold:

• Investigation of the suitability of hybrid-based methods
in studying perception towards contact tracing applica-
tions.

• Different approaches to determining whether the pub-
lic associates contact tracing applications positively or
negatively and to understand the factors contributing
to these sentiments.

• Developing detailed statistical evaluation metrics to
compare hybrid-based and non-hybrid-based methods

C. Structure of the Paper

The remainder of the paper is organised as follows. Section II
discusses current work and different approaches in sentiment
analysis. Section III discusses the choice of research methods
and how the research questions can be studied. Section IV
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Figure 1. Examples of pandemics include the Spanish flu in 1918-1919 and
the ongoing COVID-19 pandemic [26]

presents our analytical methodology. Section VI presents our
analysis of the tweet data. Section VI presents a detailed analysis
of sentiment word association in our research outputs. Lastly,
Section VII concludes our results and provides a brief outlook
for future work in sentiment analysis.

II. RELATED WORK

This section provides an overview of current sentiment
analysis works and evaluation results using machine learning
algorithm approaches, lexicon-based approaches and hybrid-
based approaches. As there is limited research related to senti-
ment analysis in COVID-19 contact tracing applications, this
section discusses necessary sentiment analysis research that
is both related and unrelated to contact tracing applications.
Table I shows the related work from previous research

Sentiment analysis studies opinions and feelings towards an
entity, which can be an organisation, an individual or a product.
Sentiments expressed can be classified into three polarities –
positive, neutral or negative. Figure 2 shows the different types
of machine learning and lexicon-based approaches.

A. Machine learning algorithms approach

Machine learning in sentiment analysis uses supervised ma-
chine learning techniques. It uses training and testing datasets
for prediction. The training set is transformed into vectors, and
the class labels are annotated. Previous research was frequently
based on supervised machine learning approaches, especially
Support Vector Machine (SVM), Naïve Bayes [27], and enhanced
algorithms developed by the researchers.
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Figure 2. Sentiment Analysis Classification Techniques

One of the most cited machine learning algorithm pa-
pers was written by Pang et al [28]. This experimental study
examined the effectiveness of feature engineering (unigrams,
bigrams, part-of-speech, word position, term frequency, and
term presence) on machine learning techniques. The research
also studied human versus machine learning classifications and
attempted to classify sentiments of movie reviews using SVM,
Naïve Bayes and Maximum Entropy. First, humans were asked
to classify the reviews and this achieved 58% and 64% accuracy
with two proposed word lists. The same dataset was then pre-
processed and used with machine learning algorithms when the
accuracy reached 82.9% (SVM), 78.7% (Naïve Bayes) and 77.7%
(Maximum Entropy).

[29] studied ensemble machine-learning algorithms. The
focus of this research was on classifying emotions in tweets.
Tweets were pre-processed and converted into vectors through
term frequency–inverse document frequency (TF-IDF), which
was based on frequency ratio. This paper built on previous
works by taking emoticons into consideration and replacing
them with representative words. For example, smiley face “:)”
was replaced with the word “positive”. SVM and Adaboosted
Decision Tree (ADT) were applied separately, and the outputs
were trained with a Decision Tree hybrid-based model. The
accuracy of SVM, ADT and a hybrid approach was 82%, 67% and
86%, respectively. The result is comparable to an earlier 82.9%
accuracy for SVM [29]. Another important conclusion was that
performance can be improved by stacking machine learning
algorithms instead of just relying on one algorithm.

B. Lexicon-based approach

Lexicon-based approaches make use of a pre-built list of
terms to calculate polarity, and no training data is required. The
dictionaries are primarily created in English and a translation
function is required if the dataset is in another language.
When the same models are applied across different domains,
lexicon-based approaches tend to perform better than machine-
learning methods [23]. Figure 3 shows the framework in lexicon-
based sentiment analysis.

[30] reported a lexicon-based comparison study on VADER,
SentiStrength, SentiWordNet, AFINN-111 and Liu-Hu Lexicon.

Textual Data Tokenizer
Linguistic
Processing

Compare with
opinion lexicon

Sentiment Score
Sentiment

Classification

1

Figure 3. Lexicon-based sentiment analysis

Two publicly available Twitter datasets of a different domain
were used for comparison: Stanford Twitter Dataset Test Set
(tweets on people, companies and products) and Sandars Twit-
ter Dataset Test Set (tweets on technology companies). The
research aimed to apply the same models to datasets with dif-
ferent domains. Analysis of the Stanford dataset showed the best
model was VADER with 72% accuracy, followed by SentiStrength
with 67% accuracy, AFINN-111 and Liu-Hu Lexicon with 65%
accuracy and SentiWordNet with 53% accuracy [30]. VADER
performed best in positive classification, whereas AFINN-111
performed best in negative classification. For Sandars dataset,
VADER achieved 65% accuracy and AFINN-111 achieved 62%
accuracy. Liu-Hu performed the worst at 58% accuracy [30]. This
shows that VADER performs well in both datasets of different
domains.

[31] was a lexicon-based comparative analysis using Stan-
ford Core NLP Sentiment Analyser, Textblob and VADER. To
study domain-specific and general-purpose topics, the research
used a healthcare dataset and general-purpose datasets. It
found that all three methods performed poorly on the domain-
specific dataset: Stanford NLP Sentiment Analyser achieved
31.2% F1- score, VADER achieved 48.7% F1-score and TextBlob
achieved 21.6% F1-score. For the general-purpose dataset, the
F1-score Values for Stanford NLP Sentiment Analyser, VADER
and TextBlob were 53.3%, 71.6% and 57%, respectively.

The study [32] aimed to analyse public sentiments on
COVID-19 contact tracing applications in the Republic of Ire-
land. It collected Twitter data from 1st January 2020 to 31st
December 2020, and filtered the tweets using the keywords
“covid19”, “covid19ireland” and “covidprivacy”. The study col-
lected 1,420 tweets related to the COVID-19 contact tracing
application and compared the performance of TextBlob and
Senti-Foclóir on a test dataset of 216 tweets.

C. Hybrid-based approaches

Hybrid-based approaches are built from a combination of
machine learning and lexicon-based approaches. The lexicon-
based approach is first applied to textual data to classify



sentiment polarity, and the classified data is used as the training
dataset for machine learning algorithms. The purpose of hybrid-
based is to mitigate the limitations and tap into the strengths
of both methods, as discussed earlier.

Only one research work [33] has focused on hybrid-based
approaches to analyse COVID-19 contact tracing applications.
The research extracted relevant datasets from Twitter and Face-
book geotagged in the UK from the period 1st March 2020 to
31st October 2020. It proposed three models – 1) VADER, 2)
TextBlob and 3) an average-weighting ensemble of VADER and
TextBlob combined with deep learning Bidirectional Encoder
Representations from Transformers (BERT). The results showed
lexicon-based models were able to classify positive sentiments
with a better accuracy whereas BERT had higher accuracy
for negative and neutral sentiments. Accuracy for VADER was
62.5%, TextBlob was 59.7% and BERT was 61.0%. The ensembled
hybrid approach had a significant accuracy increase at 71.6%.
The classifier found 76% positive and 12% negative tweets [33].

This study will add to existing research by studying and
comparing the suitability of using hybrid-based sentiment anal-
ysis on COVID-19 contact tracing applications. The research will
cover a broader range of sentiments by studying more extended
periods and more keywords.

III. METHODOLOGY

This research takes on a positivism and quantitative
methodology, using theoretical and experimental methods. The-
ory helps to analyse and evaluate existing sentiment analysis
approaches, and experimental analysis is conducted to answer
the research questions. The programming language Python 3 in
Jupyter Notebook 1 is used.

To study and compare the suitability of hybrid-based ap-
proaches, the study will first compare the performance of
hybrid-based sentiment analysis methods against non-hybrid-
based sentiment analysis methods. The results of the models
will lend reliability in understanding the sentiments. Twitter
data is collected and analysed using lexicon-based approaches
VADER and TextBlob, and a hybrid of both with the SVM
algorithm. Figure 4 outlines the proposed framework, which
will be explained in the following sections.

A. Data Collection

A Twitter Search Application Programming Interface (API)
was used to collect Twitter data. Relevant tweets were collected
between the period 1st March 2020 – 31st December 2021 to
explore the public’s perception from the start of the pandemic
to towards end of the pandemic (when everyone was used to
living with COVID-19). Tweets in this time period covered a
wide range of sentiments. Tweets with geotags from the UK,
the US and India were collected as these countries provided
a sufficient number of Tweets in English: 5,505 tweets were
collected, excluding duplicates and retweets [34]. After removing

1Jupyter: https://jupyter.org/

Data Extraction using Twitter API

Data Pre-Processing
-apply regex
-tokenization
-lemmization

-stopwords removal

Apply VADER & TextBlob

Neutral tweets

Target
Sentiment labelling

VADER &
TextBlob

performance
evaluation

Convert
tokenized

words

Apply SVM

SVM
Performance

evaluation

Figure 4. Proposed research methodology framework

the neutral tweets, there were 2,645 tweets, as shown in Table II.
Tweets were randomised, and 200 tweets from each country
dataset were selected for manual labelling for training and
testing datasets, forming a total of 600 randomised tweets. All
positive and negative labels were mapped to 1 (positive) and
-1 (negative). An analysis was done on a country level instead
of a global level, as comparing sentiments across different
continents was important; this also prevented any country
with a significantly high portion of particular sentiments from
skewing the overall results.

Keywords were used with Python logical operation to ensure
only relevant tweets were collected. Specific keywords were
associated with local contact tracing applications. To name a
few, some of the popular applications created are NHS COVID-
19 from the UK, COVIDWISE from the US and Aarogya Setu
from India. Important keywords used for local contact tracing
include: “covidapp”, “NHS” and “app”, “covid” use the full list
along to “notification”.

To build the model, four classifiers were applied: Lexicon-
based: VADER 2, Lexicon-based: TextBlob2 3, Hybrid-based:
VADER and SVM3 4, and Hybrid-based: TextBlob and SVM.

2VaderSentiment: https://github.com/cjhutto/vaderSentiment
3Hybrid-based: VADER and SVM3: https://textblob.readthedocs.io/en/dev/
4SVM: https://scikit-learn.org/stable/modules/svm.html

https://jupyter.org/


Table I. Summary of performance results from previous research works from literature

Work Domain Algorithms Accuracy F1-Score

[28] Movie Reviews
SVM

Naïve Bayes
Maximum Entropy

82.90%
78.70%
77.70%

-

[29] Wide range of tweets
SVM
ADT

Ensemble Decision Tree

82%
67%
84%

82%
67%
84%

[30]
Standford dataset:

Tweets about people
products and companies

Standford Twitter Dataset:

VADER 72% -

SentiStrength 67% -

SentiWordNet 53% -

AFINN-111 65% -

Liu-Hu Lexicon 65% -

Standford dataset:
Tweets about techs Companies

VADER 65% -

SentiStrength 58% -

SentiWordNet 59% -

AFINN-111 62% -

Liu-Hu Lexicon 58% -

[31]
Social media data
on general topics

and healthcare General-purpose reviews:

Standfor Core
NLP - 53.30%

VADER - 71.60%

TextBlob - 57%

Healthcare reviews

Stanford Core NLP - 31.20%

VADER - 48.70%

TextBlob - 21.60%

[32]
Tweets on

COVID-19 contact tracing
application

TextBlob
Senti-Focóir

64.81%
65.74% -

[33]
Twitter and Facebook data on

covid-19 contact
tracing applications

VADER
TextBlob

Bert
Ensemble hybrid approach

62.50%
59.70%
61.10%
71.60%

-



Country Tweets Collected Tweets left (after removing neutral sentiments)

UK 1921 989

USA 2064 1076

India 1520 520

5505 2645

Table II. Twitter data sets for analysis

B. Data pre-processing

Data pre-processing methods were iterated many times by
studying individual tweets and the polarity results. The process
differs slightly between VADER and TextBlob as they are built
with a different pre-defined dictionary.

Regular expression4, commonly known as Regex, is first ap-
plied to clean the text. Links, numbers, additional whitespaces,
and Twitter-specific syntax such as “” and its usernames are
removed. All special characters are removed for TextBlob [34].
For VADER, special characters such as “!” and “?” that can affect
the compound score are retained. For example, “awesome”
and “awesome!!” have a compound score of 0.62 and 0.69,
respectively. The more positive the sentiment is, the higher the
compound score is. In terms of hashtags, only the “#” symbol
is removed, and the accompanying word, which typically con-
tains important sentiment, is retained [35]. Sometimes hashtags
may consist of a combination of words stringed together, and
sentiment analysers can ignore them and classify them as 100
neutral. All casewords for TextBlob are changed to lowercase as
casewords do not affect the polarity score [36]. Tokenization
is then applied to prepare the corpus for subsequent pre-
processing.

IV. NUMERICAL RESULTS

This section compares and discusses an analysis of proposed
models, presents findings of the public’s perception of COVID-
19 contact tracing applications, and provides a brief discussion
of the limitations

A. Evaluation Metrics

To evaluate the reliability of the proposed models, evaluation
metrics used were accuracy, precision, recall and F1-score.
These metrics were calculated based on true-positive (TP), true-
negative (TN), false-positive (FP) and false-negative (FN) [24],
[37]–[39]

Accuracy measures the percentage of correctly predicted
classes relative to the entire dataset. The equation is:

Accuracy = TP+TN

TP+TN+FP+FN
(1)

Precision measures the percentage of true positives relative
to the total number of predicted positives. A score of 1.0

indicates every positive prediction was correct. The equation
is:

Precision = TP

TP+FP
(2)

A recall measures the percentage of true positives relative
to the total number of actual positives. A score of 1.0 indicates
every negative prediction is correct. The equation is:

Recall = TP

TP+FN
(3)

F1-score is a measurement balance of precision and recall.
The higher the score, the better performance of the model is.
For classification problems where both precision and recall are
important, F1-score should be maximised. Since this research
study aims to analyse all sentiments, F1-score is more indicative
of the model performance than precision or recall. The formula
is:

F1-score− score = 2× (Precision×Recall)

(Precision+Recall)
(4)

B. Performance Evaluation

Accuracy for VADER across all countries was improved by
1 – 2% when case words were not changed to lowercase.
Performance for precision, recall and F1-score improved by
0.01 – 0.04. This contrasts with past VADER-based research,
which changed all words to lowercase. VADER can calculate
the intensity of words through case words. For example, “the
app is brilliant” was classified as 55.9% positive, whereas “the
app was BRILLIANT” was classified as 60.2% positive. On the
other hand, case words do not matter for TextBlob.

When stemming was used, accuracy for VADER and TextBlob
across all countries dropped by 15 – 20%. Stemming is a method
that removes derivational suffixes and inflections. For example,
‘risky’ was stemmed from ‘risk’, and ‘worrying’ was stemmed
to ‘worry’. Stemming causes spelling mistakes and wrong in-
terpretations. This was supported by [40], a lemmatization
and stemming comparison research that showed lemmatization
yielded better performance than stemming. The final models in
this study used lemmatization, and accuracy increased by 0.3 –
0.5%.



Comparison between feature vectorization Count-Vectorizer
and TF-IDF was evaluated. The count vectorizer was based
on the occurrences of words, whereas TF-IDF assigned more
weights to unique words [41]. Table III-IV show the performance
comparison. The results revealed TF-IDF yielded higher perfor-
mance by 1.5 – 4.5% in five experiments. The only exception was
the TextBlob and SVM models for India, where Count-Vectorizer
yielded higher performance by 2.6%. As the length of a tweet
contains only up to 280 characters, many users shortened their
tweets as much as possible, thus reducing word occurrences.
This provides a challenge to see any significant differences. This
was supported by [39], a machine learning comparative analysis
of bag-of-words and TF-IDF on Twitter data, which showed only
a 1% difference in accuracy.

C. Models Evaluation

Table V-VI show the performance of the four classifiers.
Regarding lexicon-based approaches, VADER and TextBlob had
reasonable accuracy in classifying Twitter data. VADER achieved
69.8% accuracy in the UK tweets, 79.1% in US tweets and 73.9%
in India tweets. TextBlob achieved 66% accuracy in the UK
tweets, 74.9% in the US tweets and 70.7% in India tweets. The
result was comparable to other Twitter lexicon-based research,
which had 72% accuracy using VADER [30] and 64.81% accuracy
using TextBlob [32]. VADER and TextBlob generally performed
well as they not only depend on a lexical dictionary, but they
were also sensitive to degree modifiers. The more positive
words would receive a higher positive score, and the more
negative words would receive a more negative score. VADER and
TextBlob take into account negation words and emoticons. For
example, both analysers classify the smiley face “:)” as positive.

Looking at the evaluation metrics, VADER had a higher
precision value, which means VADER can predict the “negative”
class more accurately than TextBlob. VADER results showed the
“negative” class had precision scores of 0.92 for the UK tweets,
0.83 for the US tweets and 0.82 for India tweets. TextBlob results
show lower precision scores at 0.90 for UK tweets, 0.70 for US
tweets and 0.77 for India tweets. VADER analyses conjunctions
and word order better than TextBlob. Using conjunctions such
as “but” indicates a shift in sentiment, and VADER places a
higher emphasis on the second part of the sentence [42]. This
was consistent with previous research [43]. For example, “The
app is great, but it is bad for data privacy” was classified as
negative by VADER and positive by TextBlob.

In all four models, a low recall in the “negative” class label
was found in the results for all three countries. There was an
imbalanced class due to fewer negative sentiments compared
to positive sentiments. It also showed there is a high number
of false negatives of the “negative” class. In other words, many
tweets were wrongly classified as “positive” when they should
be “negative”. This primarily arises from tweets with sarcasm
that use positive words to express negativity. For example,
“I’m interested in how the app works. Could be a scammer’s
delight” and “this app needs a Bluetooth function. Good luck

teaching that to my mother-in-law”. However, the high precision
in the ‘negative’ class showed when the tweets were classified
as negative; they were mostly accurate. In other cases, the
challenge in sentiment analysis across when one word can
express different meanings [44]. For example, the word “like”
can express positivity; however, it can also be used as a filler
word. Consider the sentence, “she told me to download the app.
I was, like, erm... no...” This is wrongly classified as positive due
to the word “like”.

When the lexicon-based methods were combined with SVM,
the results revealed the best model was VADER + SVM analysing
UK tweets with 82.3% accuracy and weighted 0.84 precision,
0.83 recall and 0.82 F1-score. This was followed by TextBlob +
SVM analysing UK tweets with 81.8% accuracy and weighted
0.82 precision, 0.82 recall and 0.81 F1-score. The performance
results were reasonable and comparable with past hybrid-based
sentiment analysis, which has 79.78% accuracy [45]. The hybrid-
based models also tended to outperform its lexicon-based
counterparts. When hybrid models were used, there is 12.5%
– 15.8% increase in accuracy for UK tweets, 1% – 4.3% increase
in accuracy for US tweets, and 7.1% – 8.6% increase in accuracy
for India tweets.

Overall, the results revealed hybrid models performed better
than lexicon-based counterparts as they benefit from the ad-
vantages of the combined methods. Hybrid-based derives high
accuracy from machine learning methods and benefits from the
stability of lexicon-based dictionaries. The stability comes from
how polarity scores were calculated based on a pre-defined
dictionary. Words in the pre-defined dictionary could be added
and changed to reflect current trends.

D. Sentiment polarity

Fig 5 shows the distribution of positive and negative tweets
analysed. There is a similar distribution of positive and negative
tweets between the countries. There was a similar distribution
of positive and negative comments between the three countries.
Overall, the percentage of positive comments (67.4%) was lower
than the UK-only data sources (76% positive) in [33].This may
have reflected the longer sampling time use din this study than
in [33]

V. SENTIMENT WORD ASSOCIATION

Tables VII-XII show top-ranked unigrams, bigrams and tri-
grams with positive and negative sentiments. Interesting word
associations that add value to the research were discussed in
this section.

A. Privacy Concern

“Privacy” was the top-ranked word in positive and negative
sentiments in all three countries. Privacy issues have been
raised worldwide and privacy is considered one of the critical
factors that dissuade people from using the application, and this
is consistent with previous research [46]. In the UK, “privacy”



VADER + SVM (Count-Vectorizer) VADER + SVM (TF-IDF)

Country Accuracy
Weighted
Precision

Weighted
Recall

Weighted
F1-score Accuracy

Weighted
Precision

Weighted
Recall

Weighted
F1-score

UK 78.3% 0.78 0.78 0.78 82.8% 0.82 0.81 0.80

USA 76.9% 0.76 0.77 0.76 80.1% 0.83 0.80 0.76

India 81.0% 0.80 0.81 0.79 81.0% 0.83 0.81 0.77

Table III. Performance evaluation of VADER + SVM using TF-IDF and Count-Vectorizer

TextBlob+ SVM (Count-Vectorizer) TextBlob + SVM (TF-IDF)

Country Accuracy
Weighted
Precision

Weighted
Recall

Weighted
F1-score Accuracy

Weighted
Precision

Weighted
Recall

Weighted
F1-score

UK 80.3% 0.80 0.80 0.79 81.8% 0.82 0.81 0.81

USA 76.9% 0.79 0.77 0.74 79.2% 0.79 0.79 0.76

India 79.3% 0.77 0.79 0.77 76.7% 0.77 0.77 0.73

Table IV. Performance evaluation of TextBlob + SVM using TF-IDF and Count-Vectorizer

Country Accuracy Precision Recall F1-score

UK Negative Positive Weighted Negative Positive Weighted Negative Positive Weighted

69.8% 0.92 0.57 0.79 0.55 0.93 0.70 0.69 0.70 0.70

USA 79.1% 0.83 0.78 0.80 0.51 0.94 0.79 0.63 0.85 0.78

India 73.9% 0.82 0.70 0.76 0.55 0.90 0.74 0.66 0.79 0.73

Table V. Performance evaluation of VADER

Country Accuracy Precision Recall F1-score

UK Negative Positive Weighted Negative Positive Weighted Negative Positive Weighted

66.0% 0.90 0.54 0.76 0.50 0.92 0.66 0.64 0.68 0.66

USA 74.9% 0.70 0.77 0.74 0.51 0.88 0.75 0.59 0.82 0.74

India 70.7% 0.77 0.68 0.72 0.51 0.87 0.71 0.61 0.76 0.70

Table VI. Performance evaluation of TextBlob

accounted for 22% of the positive sentiments and 20% of the
negative sentiments. In the US, “privacy” accounted for 38% of
the positive sentiments and 42% of the negative sentiments. In
India, “privacy” accounted for 18% of the positive sentiments
and 20% of the negative sentiments.

Among the negative sentiments, there was distrust towards
the government and the fear of them mishandling data. Uni-
gram “government” accounted for 14% of UK and 17% of India
tweets. “State” accounts for 13%” of US tweets. In the UK,
Twitter users did not trust the 30 government-affiliated NHSX
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Figure 5. Distribution of positive and negative sentiments

applications due to its centralised system. They preferred the
decentralised system developed by Apple and Google.

On the other hand, Twitter users in the US did not even trust
Apple and Google applications. “Google” and “Apple” accounted
for 4% and 3% of negative sentiments. An American survey
by [47] revealed a decreasing level of trust towards technology
companies over the last decade due to several consumer data
protection violations. Among the three countries, US Twitter
users expressed the most concern about privacy. Many ngrams
were associated with privacy, such as “privacy concern”, “privacy
law”, “privacy security”, “data trust”, and “HIPAA”. HIPAA is a
Health Insurance Portability and Accountability Act law in the
US that protects patients’ health data.

In India, there was a hacking incident in May 2020, and this
caused further distrust in the application’s security. Unigrams
“hacker” and “fake” account for 3% of the negative sentiments.
A previous study on India’s perception towards contact tracing
applications revealed that negative user sentiment increased
11% after the cyber security incident [48].

Among the positive sentiments, some users mentioned there
was no breach of privacy, while others think privacy was a trade-
off for health protection. Some users tweeted sentiments like
“Sceptical about government’s action on privacy. But we need
all tools to fight this virus” and “Bunch of my friends were
torn between privacy and community”. In the UK, “Scotland”
accounts for 8% of the positive unigrams and “protect Scotland”
ranks second in positive bigrams sentiments. Upon studying the
tweets, it was found Twitter users believe the Scottish appli-
cation was not a threat to privacy. For example, users tweeted
“stores zero personal info” and were “solid and privacy-centred”.

This was supported by an exploratory analysis of COVID-19
contact tracing applications, revealing that the Protect Scotland
application was user-friendly and effective and rated the highest
among other European contact tracing applications [12].

B. Effectiveness of application

All Twitter users in the three countries mentioned the
application helped to stop the spread of COVID-19, and users
encouraged others to download the application. In the UK, the
word “download” ranked fourth in unigrams and accounted for
11% of the positive tweets and “help” accounts for 9%. In the
US, “help” ranked second in unigrams and accounts for 11% of
the positive tweets and “protect” accounts for 5%. Users also
mentioned the application would only be “effective” when more
people use it. In India, Twitter users expressed the application
as a “solution” to the pandemic. As the application was needed
to register vaccine appointments in India, users also encouraged
others to download the application for this purpose.

C. Reliability of application

In the UK and India, the application was found unreliable by
some users. They mentioned getting a false notification when
they were not in close contact, while others did not receive
a notification when someone close to them was infected with
COVID-19. “Failed” accounts for 6% of the negative sentiments
in the UK. In India, “confusion” accounts for 3% negative
sentiments.

D. Economic disruption

In India, users were unhappy with the mandatory usage
of contact tracing as it caused economic disruption to the
poor. “Mandatory” and “poor” comprised 8% of the negative
sentiments. As the Indian government made contact tracing
applications mandatory for all workers and people in the
COVID-19 “containment” zone [49], this caused some users to
think the lower socioeconomic groups would suffer financially
if they were requested to self-isolate.

E. Limitations

A limiting factor of this research is the lack of context-
based analysis [50]. Contextual content on Twitter consists of
the preceding tweet history that a user is replying to, an external
link, or an image of an internet meme. Consider the following
conversation. User1: “Total cost of NHS contact-tracing app set
to top £35 million. This is unacceptably high!” User2: “I agree.
These figures are phenomenal!”

Without looking into the context, User2’s tweet is classified
as positive. However, the actual sentiment should be negative as
the user agrees and replies to a negative tweet. Improvements
can be made to future research by retrieving contextual data
using Twitter IDs or a crawler to retrieve the title header of the
external link.



Bigrams & Trigrams Frequency n (%) Unigrams Frequency n (%)

apple, google 33 5% privacy 141 22%

protect Scotland 23 4% data 73 11%

England, wales 11 2% work 68% 11%

test trace 11 2% download 68 11%

privacy concern 10 2% new 58 9%

help stop spread 9 1% help 55 9%

technical spec 9 1% Scotland 53 8%

download today 8 1% good 52 8%

privacy notice 7 1% google 52 8%

self-isolate 7 1% government 47 7%

Table VII. Top ranked unigrams, bigrams and trigrams positive sentiments in the UK

Bigrams & Trigrams Frequency n (%) Unigrams Frequency n (%)

apple, google 15 4% privacy 71 20%

world-beating 9 3% government 48 14%

care home 9 3% nhsx 36 10%

privacy concern 7 2% data 29 8%

cyber security 7 2% new 25 7%

test trace 7 2% test 23 7%

went wrong 7 2% health 22 6%

data privacy 7 2% work 22 6%

Table VIII. Top ranked unigrams, bigrams and trigrams negative sentiments in the UK

Bigrams & Trigrams Frequency n (%) Unigrams Frequency n (%)

exposure notification 52 7% privacy 282 38%

Apple, google 25 3% help 80 11%

public health 12 2% data 63 9%

save life 11 1% health 51 7%

social distancing 9 1% protect 36 5%

slow spread 9 1% technology 40 5%

privacy law 9 1% system 26 4%

united states 9 1% information 25 3%

respect privacy 8 1% apple 41 6%

Table IX. Top ranked unigrams, bigrams and trigrams positive sentiments in the USA



Bigrams & Trigrams Frequency n (%) Unigrams Frequency n (%)

privacy concern 36 11% privacy 141 42%

privacy law 8 2% state 44 13%

apple google 7 2% data 34 10%

go wrong 6 2% health 19 6%

privacy security 5 1% game 16 5%

public health 5 1% mygovcuomo 14 4%

white house 5 1% google 15 4%

data trust 5 1% apple 11 3%

difficult time 4 1% HIPAA 10 3%

Table X. Top ranked unigrams, bigrams and trigrams negative sentiments in the USA

Bigrams & Trigrams Frequency n (%) Unigrams Frequency n (%)

download aarogya 17 4% vaccine 75 18%

stay safe 16 4% government 71 17%

vaccine centre 16 4% safe 61 15%

vaccine centre ready 11 3% download 55 14%

android ios 10 2% privacy 46 11%

social distancing 9 2% pmoindia 30 7%

show solution 8 2% updated 21 5%

built realtime 8 2% security 17 4%

use aarogya setu 7 2% solution 10 2%

Table XI. Top ranked unigrams, bigrams and trigrams negative sentiments in India

Bigrams & Trigrams Frequency n (%) Unigrams Frequency n (%)

faced poor 8 5% privacy 35 20%

security act nfsa 8 5% vaccine 33 19%

disruption caused 8 5% government 30 17%

national good secu-
rity

8 5% security 19 11%

setu mandatory 4 2% pmoindia 14 8%

spy could use 4 2% fake 6 3%

govt fails 4 2% confusion 5 3%

Table XII. Top ranked unigrams, bigrams and trigrams negative sentiments in India



Data was collected using the Twitter search query
“place_country” parameter, which limited this study to Twitter
users who geotagged on the country level. More data can
be collected from users who geotagged on city-level, such as
London or New York. However, when attempting to use the
parameter “place” for this case, the codes threw several errors.
Due to time limitations, a decision was made to move on to the
next stage. Future work may benefit from having a larger sample
size. As data was collected from Twitter, the research analyses
perceptions from people who have access to the internet.
People without access to the internet or smartphones may have
also contributed to the low application uptake rate.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, sentiment analysis was applied to the COVID-
19 contact tracing application Twitter textual data and results
were compared to study the suitability of using hybrid-based
methods. The results showed that hybrid-based methods per-
form better than their lexicon-based counterparts, with a mean
increase of 8% accuracy in the studied data. VADER + SVM
outperformed TextBlob + SVM. The best model is VADER +
SVM with 82.3% accuracy, 0.84 precision, 0.83 recall and 0.82
F1-score. Fine-tuning data pre-processing steps is required to
optimise model performance. In the analysis of lexicon-based
methods, VADER tends to outperform TextBlob, with a mean
increase of 3.7% accuracy. The best model is VADER with
79.1% accuracy, 0.80 precision, 0.79 recall and 0.78 F1-score.
Higher performance in VADER results in higher performance in
VADER + SVM model. Previous analyses on COVID-19 contact
tracing applications were largely based on exploratory and
survey methods which is time-consuming and labour-intensive.
The results showed that hybrid-based sentiment analysis is an
efficient and reliable method for future work in this area.

The analysis showed there were more positive than negative
sentiments. The positive sentiments for UK, US and India users
were 64.8%, 68.5% and 70%, respectively. Several sentiments
were found. Privacy is the top-ranked word that was associated
with positive and negative tweets. An interesting finding is that
some users are willing to trade off privacy for health protection.

On the other hand, there is a high portion of negative
sentiments showing some users do not trust their government
in data handling. The analysis further reveals there is perceived
effectiveness of the application in stopping the disease spread.
Other users encountered software issues and perceived the
application to be unreliable when it sent inaccurate exposure
notifications. In India, some users are concerned about disrup-
tion to their livelihoods if they are sent into self-isolation from
contact tracing.

Having a general understanding towards these applications
will help the health sector better prepare for the next disease
outbreak. To improve application uptake, government bodies
need to earn people’s trust and mitigate privacy issues. Users
generally have positive sentiments about the Protect Scotland
application. Further studies can examine the software and

hardware differences between Protect Scotland and other ap-
plications to encourage usage. Software issues should also be
solved to prevent false positive exposure notifications.

However, the high proportion of positive sentiments is
inconsistent with the low application uptake rate. As discussed
in previous sections, several other research also revealed their
studies contained more positive sentiments [10]–[12]. Therefore,
the reason for the low uptake rate still remains unclear to a
certain extent. As mentioned in Section III, the initial analysis
showed that 52% of the tweets were neutral. Neutral tweets
contained mostly queries and product information and were
removed for subsequent analysis. The reason for the low uptake
rate may come from users’ nonchalant neutral attitude, and this
acts as a barrier to adopting the application.

Future work can expand on collecting more data from
several social media sources and study whether or not users on
other platforms generally feel neutral as well. Results discussed
show sentiment similarities and differences in UK, US and
India. This demonstrates cultural and geographical differences
between countries. This provides insights for government bod-
ies to strategize their policy locally to increase user uptake.
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