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A B S T R A C T

The widespread use of aggressive language on Twitter raises concerns about potential negative
influences on user behavior. Despite previous research exploring aggression and negativity on the plat-
form, the relationship between consuming aggressive content and users’ aggressive behavior remains
underexplored. This study investigates whether exposure to aggressive content on Twitter can lead
users to behave more aggressively. Our methodological approach contains four stages: data collection
and annotation, aggressive post detection, user aggression intensity metric, and user profiling. We
proposed the English Twitter Aggression dataset (TAG) with substantial inter-annotator agreement
(Krippendor�’s alpha=0.78). Subsequently, we benchmark the aggression detection performance
on TAG dataset (macro F1=0.92) by fine-tuning a pre-trained RoBERTa-large. We quantified user
aggression with a proposed “user aggression intensity” metric based on their overall aggressive
activity. Our analysis of 14M posts from 63K users revealed that aggressive Twitter feeds can influence
users to behave more aggressively online. Furthermore, the study found that users tend to support and
encourage aggressive content on social media, which can contribute to the proliferation of aggressive
behavior.
WARNING: This paper includes examples of potentially harmful abusive language typically
observed on Twitter.

1. Introduction
As society becomes increasingly interconnected through

technology, social media platforms like Twitter (now re-
branded as X)1 have become a fundamental part of modern
communication. According to Kwak et al. (2010), and Wu
et al. (2011), platforms like Twitter provide valuable insights
into user behavior and information dissemination. However,
this platform has also led to the emergence of aggressive
behavior among users. This can have serious consequences,
including cyberbullying, hate speech, and even physical and
mental harm or suicide (Hinduja and Patchin, 2010; Liu
et al., 2021). Research has also shown that certain types of
content, such as political content, can contribute to increased
aggression and polarization among users (Bakshy et al.,
2015; Bruns et al., 2017). In light of these challenges, it is
crucial to understand the nature and causes of aggressive
behavior on social media platforms.

Despite an upsurge in research on aggressive behavior
on Twitter, the relationship between consuming aggressive
content and user behavior remains unexplored. Previous
research has primarily focused on aggression detection
on social media platforms using various machine learning
(Datta et al., 2020; Arroyo-Fernández et al., 2018; Gutiérrez-
Esparza et al., 2019), deep learning models (Aroyehun and
Gelbukh, 2018; Srivastava and Khurana, 2019; Kumari

<Corresponding author.
mane.1@iitj.ac.in (S. Mane); suman@iitj.ac.in (S. Kundu);

rajesh.sharma@ut.ee (R. Sharma)
ORCID(s): 0000-0002-8234-4557 (S. Mane); 0000-0002-7856-4768 (S.

Kundu); 0000-0003-3581-1332 (R. Sharma)
1Since we performed our study on the data collected during July, 2022,

we will refer to the platform as Twitter.

et al., 2021), as well as identifying aggression in multilingual
(Sharif and Hoque, 2022; Kumari et al., 2021; Torregrosa
et al., 2022) and multi-modal posts (Khandelwal and Kumar,
2020; Kumari and Singh, 2022) on social media. Apart
from aggression detection, some sociological studies of
aggressive behavior on social media exist (Vladimirou et al.,
2021; Pascual-Ferrá et al., 2021). However, there are limited
large-scale empirical works to understand various aspects of
aggressive behavior.

This study aims to investigate whether exposure to ag-
gressive content or event-specific content can increase an
individual’s aggressiveness. Firstly, we collected a large
amount of data from January 1, 2022, to July 15, 2022. The
crawling was initiated by using hashtags from three specific
seed events. We collected all posts (irrespective of the seed
events) from users who wrote at least once on the seed events
during the same time frame. Further, we collected all posts
from their followers. As a result, the majority of the collected
posts contained information on various events that occurred
during that period. Overall, we collected 14M English and
corresponding 63K users. We proposed the English Twitter
Aggression dataset (TAG) through human manual annota-
tion with 0.78 substantial agreement. Subsequently, we de-
veloped an aggression detection model by fine-tuning a pre-
trained transformer and established benchmark performance
on our TAG dataset. The method achieved an average macro
F1 of 0.92. We then used this model to predict the rest of the
data and measure users’ aggressive behavior over a specified
period using a proposed metric “user aggression intensity”.
This metric has been used to profile users as aggressive and
non-aggressive. Based on these computational techniques,
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we studied the following three Research Questions (RQ)
related to aggressive behavior on Twitter social media.

• RQ1: Do aggressive feeds can make someone aggres-
sive?
Our study found that the content of a user’s feed
does a�ect their likelihood of engaging in aggressive
behavior. This finding highlights the importance of
understanding the impact of the content that users
are exposed to on their likelihood of engaging in
aggressive behavior.

• RQ2: Does exposure to event-aggressive feeds in-
crease the user’s event-specific aggressive behavior?
We observed a correlation between event-related con-
tent and an escalation in aggressive behavior among
Twitter users. This finding is significant as it shows
that certain types of content can lead to increased
aggression among users.

• RQ3: Do users engage more with aggressive posts?
Our analysis revealed that user engagement towards
aggressive content is high. This finding suggests that
users were more likely to engage with, support, and
encourage aggressive content.

These questions investigate potential relationships be-
tween aggressive content exposure and user aggression lev-
els on Twitter, specifically examining the associations be-
tween general feeds, event-specific feeds, and user engage-
ment with aggressive posts. Our findings can facilitate the
development of interventions aimed at reducing aggressive
behavior on social media platforms. The rest of the paper is
organized as follows: Section 2 provides a literature review
on aggression detection and behavior analysis in social me-
dia. In Section 3, we present our methodology for analyzing
aggressive behavior on Twitter. The qualitative results of our
analysis of the research questions are discussed in Section 4.
Finally, Section 6 summarizes our conclusions.

2. Related Work
The literature review is organized into two groups of

work in the following sections.

2.1. Aggression detection
Studies have shown that aggressive behavior is prevalent

on Twitter (Kwak et al., 2010; Wu et al., 2011). Several stud-
ies have created annotated datasets of aggression in various
languages, such as English (Kumar et al., 2018b,a; Bhat-
tacharya et al., 2020; Kumar et al., 2020; Ali et al., 2023),
Hindi (Kumar et al., 2018b,a; Bhattacharya et al., 2020; Ku-
mar et al., 2020), Bengali (Bhattacharya et al., 2020; Kumar
et al., 2020; Sharif and Hoque, 2022), Italian (Gattulli et al.,
2022), Spanish (Torregrosa et al., 2022), Turkish (Balci and
Salah, 2015), and Russian (Gordeev, 2016). These datasets
were curated from social media platforms such as Facebook,
Twitter, YouTube, and others. The political Hindi-English
code-mixed Twitter aggression dataset was introduced by

Rawat et al. (2023), and its performance was benchmarked
through the fine-tuning of pre-trained transformers. Various
machine learning models such as Random Forest, VIMs,
OneR (Arroyo-Fernández et al., 2018; Gutiérrez-Esparza
et al., 2019), bagging XGBoost, Gradient Boosting Machine
models (Datta et al., 2020), XGBoost classifiers (Tawal-
beh et al., 2020) and weighted ensemble technique (Sharif
and Hoque, 2022) have been utilized for aggression detec-
tion. Di�erent deep-learning models for aggression detec-
tion have also been used. These include CNN (Agbaje and
Afolabi, 2022), LSTM (Agbaje and Afolabi, 2022; Aroyehun
and Gelbukh, 2018; Kumari et al., 2021; Pareek et al.,
2022; Ali et al., 2023), BiLSTM (Srivastava and Khurana,
2019), and their combinations. Di�erent features such as
two-dimensional TF-IDF vectors (Chen et al., 2020), em-
bedding from Convolutional Capsule Layer (Srivastava and
Khurana, 2019) and embedding from FastText (Pareek et al.,
2022), and sentiment analysis(Agbaje and Afolabi, 2022)
have also been employed for aggression detection. Multi-
layer perceptron classifiers with TF-IDF of unigram and bi-
gram features are e�ective in identifying aggression (Sadiq
et al., 2021). Moreover, LSTM with GRU (Ali et al., 2023),
and deep learning models with emotional features and word
embeddings have shown better performance (Khan et al.,
2022). An ensemble of multiple fine-tuned BERT models
based on bootstrap aggregating for aggression detection was
proposed by Risch and Krestel (2020), which performed best
on the dataset developed by Kumar et al. (2020). Similarly,
a multitask deep neural network model using attention on
top of the BERT model to identify aggression and misogyny
was proposed by Samghabadi et al. (2020). Shrivastava et al.
(2021) developed an aggression detection model based on
GPT-2 and data balancing techniques using an ensemble
approach. Multitask learning (MTL) with transformer-based
models (RoBERTa) (Ramiandrisoa, 2022) were utilized for
hate and aggression detection. Furthermore, Kumari and
Singh (2022) addressed multimodal posts having symbolic
images and text using pre-trained VGG-16 models and three-
layered CNN, respectively, and combined the features to
create hybrid features. These features are optimized using bi-
nary particle swarm optimization (BPSO) and binary firefly
optimization (BFFO) algorithms. Khandelwal and Kumar
(2020) proposed a multimodal deep learning architecture
with linguistic and psychological linguistic features for ag-
gression detection in code-mixed conversations.

2.2. Aggression behavior
Apart from aggression detection, researchers have also

analyzed aggressive behavior and its e�ects on individu-
als and society. Cairns et al. (1988) found that aggressive
adolescents may be unpopular with peers but may still be
accepted in certain subgroups. Several studies have proposed
methodologies to identify and quantify the e�ect of ag-
gressive behavior, including negative content, specific key-
words, and the influence of network dynamics (Chatzakou
et al., 2017; Terizi et al., 2021; Sengupta et al., 2022).
Online aggression has been found to impact individuals’
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well-being and mental health, particularly university stu-
dents (Mishna et al., 2018). The General Aggression Model
(GAM) developed by Allen et al. (2018) explores the factors
that influence aggressive behavior. (Ali et al., 2023) has
used the Girvan Newman community detection algorithm
to detect aggressive communities of social media influ-
encers. Henneberger et al. (2017) found that users can be
influenced to act aggressively and bully others because of
high toxicity and aggression in their social circle. Eraslan
and Kukuoglu (2019) found that counter-comments about
participants’ values significantly a�ected participants’ ag-
gressive tendencies. Studies have also explored the rela-
tionship between social media use and aggressive behav-
ior. Boadi and Kolog (2021) used contemporary deterrence
theory to examine how religion influences an individual’s
daily life and its direct influence on online aggression be-
haviors. Wong et al. (2022) investigated how motivation
to obtain rewards through aggressive behavior can lead to
cyberbullying, which can cause addiction to social media.
Adinugroho et al. (2022) identified moral emotions and the
frequency of social media usage as predictors of cyber ag-
gression. The potential impact of fake media on social media
users has also been examined by Galyashina and Nikishin
(2022), who proposed anti-aggression strategies based on
linguistic knowledge to detect fake media narratives. They
highlighted linguistic markers that can help identify forgery
and problematized the interconnection of fakes and violent
speech aggression. The use of aggressive language on social
media has been studied in various contexts. The various
types of aggressive behaviors directed toward robots with AI
enhancements has studied by Oravec (2023) Torregrosa et al.
(2022) found that ideologically extreme political parties tend
to use more aggressive language. Pascual-Ferrá et al. (2021)
explored how aggressive language is used in the online
discourse around wearing face masks during the COVID-
19 pandemic. Vladimirou et al. (2021) examined how com-
plaining is expressed in social media, which can become
more aggressive due to the features of complex participation
and multimodality. Chatzakou et al. (2019) categorized a
user as aggressive if they had at least one aggressive post
without conducting an analysis of the overall aggressive
activity across all posts. Karan and Kundu (2023) identified
patterns in bullying behavior and victim profiles on Twitter,
incorporating factors like follower count, following count,
and tweet frequency. They designed a multilingual frame-
work for detecting aggression using a Fasttext-LSTM model
after identifying the tweet language. Users were classified
as bullies if a specified threshold percentage of their last
100 tweets exhibited aggression. However, relying solely on
percentages to identify bullies has limitations, underscoring
the need for more robust and nuanced approaches.

Overall, research on aggression on social media has
established that aggressive behavior is widespread on online
social media platforms. However, most of the computational
work focused mainly on the detection of aggression, and
there has been a relatively limited study investigating user

behavior. Our studies contribute by employing various com-
putational techniques on large-scale data to understand the
aggressiveness of social media users and the potential causes
of such behavior in terms of feeds.

3. User Aggression in Twitter
In order to address the research questions of aggres-

sive behavior, we followed four stages methodology. These
stages are i) Data collection and annotation, ii) Aggres-
sive post detection, iii) Proposed metric of user aggression:
aggression intensity, and iv) User profiling. Each stage is
described in detail in the following sections, including the
specific methods and techniques used, as well as the reason-
ing behind their selection. Figure 1 shows the representation
of the overall flow of the work and the connections between
the di�erent stages.

3.1. Data Collection and Annotation
Firstly, we collected and prepared data for our research

from the posts of Twitter. Twitter is a widely-used mi-
croblogging platform that allows users to share their thoughts
and ideas in 280 characters or less. Despite its popularity, the
platform has been criticized for not e�ectively addressing
aggressive behavior among its users. Twitter’s o�cial policy
states that it promotes freedom of speech but not freedom
of reach. Taking advantage of this, most users engage in
aggressive behavior under the guise of free speech. Cur-
rently, the platform relies on a manual reporting system
to identify and address aggressive content. While Twitter
has mechanisms in place to detect certain types of sensitive
content, such as graphic violence and hateful imagery,
it does not explicitly consider the text of a post when
identifying aggressive behavior. The platform is organized
around the use of hashtags, which are used to categorize and
find posts on specific topics. The existing literature lacks
large, accessible time-series datasets for behavioral studies.
Previous publically available datasets have sparse Twitter
posts, e.g., Kumar et al. (2018b) contains only 1257 entities.
Others, like Bhattacharya et al. (2020), focused on YouTube
comments, and Kumar et al. (2022), were biased toward
only a few hashtags. Recognizing this gap, we developed
a dedicated English aggression dataset of Twitter, filling an
important gap and advancing research in this domain.

3.1.1. Data Collection
In order to initiate the crawling, we utilized manually

selected hashtags associated with three major events in India
which attracted intense reactions. The hashtags serve as
seeds for our crawling, detailed in Table 1. The rationale
behind selecting these three seed events is to get a large
number of initial users. The details of the events are as
follows:

1. Agneepath: The youth took to the streets to ex-
press their displeasure over the Government’s newly
launched Agneepath scheme, which led to massive
protests across India.
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Manual tweet 
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Annotated dataset

Predicted users 
posts

RQ 1
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Data Collection

Neo4J
Dataset Preparation

Transformer-based 
Aggression Detection

Stage Transaction. 
State Transaction.
Unseen Data 
for prediction.

Preprocessing

Nx

Positional 
Encoding

Figure 1: Flow of the methodology used to answer our research questions. The methodology includes four stages: data collection
and annotation, aggressive post detection, user aggression intensity, and user profiling.

2. KashmirFiles: A movie was released, based on the
exodus of Kashmiri Pandits from the Muslim-majority
state of Jammu and Kashmir.

3. ReligiousControversy: A controversial statement by
political leader Nupur Sharma led to Hindu-Muslim
disputes, massive protests, and violence.

The extracted data spans six months from January 2022 to
July 2022, encompassing periods before and after the events
under consideration. We found 38K+ users participated in
these events. In alignment with our research objective, we
extended our data collection to include the neighbors (fol-
lowings) of these users and their corresponding posts during
the same timeframe. Consequently, our dataset includes not
only content directly related to the seed events but also
incorporates posts from unrelated events within the specified
period (refer to Figure 2) and users unrelated to the seed
events.

The data collection process was facilitated through the
Twitter academic API, allowing comprehensive extraction
of relevant data attributes, including text, language, engage-
ment metrics, and user information for each post. Table
1 provides a summary of the initial event-related data ex-
traction, presenting details such as the time period, event-
specific hashtags, total extracted posts, the count of English-
language posts, and the number of unique users associated
with the data. To manage the vast amount of collected data
e�ectively, we utilized the Neo4J native graph database,

Figure 2: Illustrates the events included in the collected data.
It is important to note that these events are not limited to
seed events, and their frequency of occurrence is not higher
than other events.

renowned for its e�ciency in handling large-scale real-time
data. The heterogeneous nature of our graph G = (v, e) is
attributed to the diverse nodes, representing tweets, users,
language, and hashtags (v : {v

t
, v

u
, v

l
, v

h
}), each linked

by heterogeneous relationships (e : {e
f
, e

l
, e

m
, e

p
, e

q
}),

such as following_of, language, mentions, posts, and quoted.
An illustrative representation of this heterogeneous graph is
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Table 1
Description of the seed event-related data extracted from Twitter.

Time-period 1st Jan 2022 to 15th July 2022

Seed Events
hashtags

Agneepath
#agneepathprotest, #agneepathyojana, #AgnipathScheme,
#agnipathschemeprotest, #agnipathschemeprotests, #agnipathprotest,
#Agnipath, #AgnipathProtest, #AgnipathProtests,

KashmirFiles #StopPakSponsoredTerrorism, #KashmirAgainstTerrorism,
#AakhirKabTak, #KashmiriPandits, #kashmirihindus

ReligiousControversy #MuslimsUnderAttackinIndia, #KanhaiyaLal,
#HindusUnderAttack, #NupurSharma, #NupurSharmaControversy

Total posts 339,390
English posts 175,606

Unique users from
English posts 38,680

presented in Figure 3. The complete graph comprises exten-
sive 43,668,610 (43M+) nodes and 134,740,385 (134M+)
edges. For this study, we focused on a specific heterogeneous
sub-graph (G

sub
), which is connected to the English node,

resulting in a graph with 15,113,304 nodes and 46,971,867
edges. Specifically, there are 14M English tweet nodes (v

t
)

originating from 63K users (v
u
). The rest of the nodes cor-

respond to the hashtags in the subgraph. This refined graph
dataset serves as the foundation for our further analyses and
conclusions.
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Figure 3: Representation of a heterogeneous graph stored in
Neo4J. Nodes are categorized by color: blue for tweets, orange
for users, green for language, and pale yellow for hashtags.

3.1.2. Data Annotation
For data annotation, we selected Tweet nodes (v

t
) ran-

domly from our heterogeneous sub-graph (G
sub

), aiming for
diversity. Annotators from diverse racial, regional, cogni-
tive, cultural, and religious backgrounds were selected to
ensure a generalized annotation. Manual annotation was
conducted by a group of five cultural diverse annotators,
consisting of two graduates, one post-graduate, one research
scholar, and one academic expert. Table 2 outlines annota-
tor attributes, including experience, expertise, and relevant
demographics. Annotators are proficient in understanding
English social media posts and have key characteristics such

as ages ranging from 22 to 38 years, research expertise in
NLP (Natural Language Processing) and CSS (Computa-
tional Social Science), and 1-4 years of experience. They had
no religious extremes, no a�liation with political organiza-
tions, and were active on social media. Annotators adhere
to the annotation guidelines and annotation process shown
in Figure 4. We referred to the definition and dimensions
analyzed by Mane et al. (2023). Cyber-aggression refers to
harmful intentional online behavior, irrespective of whether
it is overt or covert. It includes various dimensions such
as the use of hostile, o�ensive, insults, threats, and abusive
comments intended to cause discomfort, distress, or harm
to individuals or communities. The objective of our manual
annotation was to determine whether a tweet exhibits aggres-
sion or not. A non-aggressive tweet was labeled as NAG.
However, in the case of an aggressive tweet, our focus was on
identifying the reasons behind it. If the reasons did not relate
to the stated dimensions of aggression, the text was flagged
for further discussion. Otherwise, it was labeled as AG.
Initially, annotators were given specific examples for each
category, along with explanations that justified the labels
assigned to it. Each tweet was annotated by two annota-
tors, with disagreements resolved through expert discussion.
Table 3 presents instances of annotated tweets. The final
annotated dataset namely Twitter Aggression dataset (TAG),
had a total of 7,812 posts, of which 3,416 were labeled as
aggressive “AG” and 4,396 were labeled as non-aggressive
“NAG”. Also, the choice of annotating 7,812 posts was
based on the time and resources available for the annotation
task.

To ensure the consistency and reliability of the anno-
tation process, we employed Krippendor�’s Alpha evalu-
ation metric (Hayes and Krippendor� (2007)), a widely
recognized method for assessing inter-annotator agreement.
Krippendor�’s Alpha is calculated as follows:

↵ = 1 *
D

o

D
e

(1)

Where, D
o

represents the observed disagreement and D
e

is
the expected disagreement. The numerator D

o
is computed

as the sum of the pairwise disagreements between annotators
for each tweet in the annotated dataset. In our study, this
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Figure 4: Depicts the annotation process utilized by annotators
for effectively categorizing posts as either AG or NAG, resolving
any conflicts that may arise during the process.

is the count of instances where annotators disagreed on the
aggression label (AG or NAG).

D
o
= 1

N

N
…

i=1

A
…

j=1

A
…

k=j+1
�
ijk

Here,N is the number of tweets in the annotated dataset, and
A is the number of annotators. �

ijk
is an indicator function

that equals 1 if (j ë k) annotators j and k disagree on
tweet i, and otherwise 0. The denominatorD

e
is the expected

disagreement, calculated as the sum of the expected pairwise
disagreements based on a chance agreement between anno-
tators. For binary, the chance agreement is calculated as:

D
e
= 1

2

2
…

c=1

A
…

k=1
p
ck
(p

ck
* 1)

Where, p
ck

is the proportion of tweets labeled as category
c (AG and NAG) by annotator k. The resultant coe�cient
(↵) ranges from -1 to 1, with a score of 1 indicating per-
fect agreement, 0 indicating no agreement, and negative
values indicating conflicting agreement. The calculated ↵

in our study was 0.7873, signifying a substantial level of
agreement among annotators. The analysis of inter-annotator
agreement is crucial for ensuring the robustness of our anno-
tated dataset. Annotators encounter challenges in identifying
covert aggression, potentially causing lower agreement.

3.2. Aggressive Post Detection
In this section, we present an aggression detection

model. We formulate aggression detection for social media
posts as a binary classification task. We fine-tunned the
pre-trained RoBERTa-large model (Liu et al., 2019), which
contains 24 layers, 1024 hidden units, 16 attention heads, and
355M parameters for the said task. The RoBERTa encoder
uses a multi-head self-attention sub-layer to transform input
representations H À Rnùd into contextual embeddings

Z À Rnùd . This projects queries Q, keys K , and values
V to compute attention weights as:

Attention(H) = �

H

QK
T

˘

d

I

V

Where � is the softmax function. This is followed by a
feedforward sub-layer that applies two a�ne transformations
with GeLU activation:

FFN(x) = max(0, x �W1 + b1) �W2 + b2

For an input sequence x = {x1, x2,… , x
n
} representing a

tokenized Twitter post, contextual token embeddings h =
{h1,h2,… ,h

n
} are generated by RoBERTa-large. A [CLS]

token embedding hCLS À Rd aggregates the sequence where
d is the hidden dimension. We add a classification layer with
weights W À R2ùd and biases b À R2 to predict aggression
probabilities via the softmax function:

p(y = 1x) = �(W � h
CLS

+ b)

We optimize all parameters ⇥ using binary cross-entropy
loss L:

L(⇥) = *[y log(p(y = 1x))+(1*y) log(1*p(y = 1x))]

A post is labeled aggressive if p(y = 1x) > 0.5. We
set the maximum sequence length to 64 tokens based on
TAG text lengths. Adam (Kingma and Ba, 2014) optimizer
is used with a learning rate of 1ù 10*6, weight decay of 0.1,
dropout of 0.2, and a batch size of 32 for 100 epochs. The
experiment stops when there is no validation loss improve-
ment, however minimum 10 epochs where considered even if
there is no change of validation loss. The resultant optimized
model achieves a macro-F1 score of 0.92 on the TAG test
set. We empirical this performance is found benchmark on
this dataset. This achieves benchmark performance on the
dataset. The detailed ablation study is presented in Section
5. We use this model to predict labels for unlabeled tweet
nodes (v

t
) within the heterogeneous sub-graph (G

sub
) and

use it further experiments.

3.3. Proposed Metric of User Aggression:
Aggression Intensity (AI)

We proposed a metric for measuring the aggression
intensity of users on Twitter. By using this metric, we are
able to calculate the total aggressive behavioral activity of
a user over a specific period of time, such as a week, day,
or hour. This metric is important to measure the aggressive
activity of users on social media platforms. In the user’s
aggression intensity metric, we first calculated the user
aggressiveness aggregated score by the fraction of the total
aggressive posts of a user in a given period AG

l

i
and the

total posts of that user in that period X
l

i
. This score gives

us the rate by which the user submits an aggressive post.
However, this score alone may not be su�cient to accurately
measure the aggression intensity of a user. Specifically,
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Table 2
Provides information about important traits of the annotators, emphasizing the heterogeneity within the annotators.

A-1 A-2 A-3 A-4 Expert

Research-status Under-
graduate

Under-
graduate

Post-
graduate

Doctoral
student Professor

Research-filed NLP NLP CSS NLP, CSS NLP, CSS, AI, NS
Experience 1 year 1 year 2 year 4 year 20 year

Region Maharashtra,
India

Delhi,
India

Rajasthan,
India

Maharashtra,
India

West Bengal,
India

Age 22 23 28 26 38

Table 3
Presents examples from the manually annotated dataset. References to users have been anonymized by replacing them with the
term ‘anonymous’.

Tweets Label
Hey @anonymous, write something on bbc, shameless international media #religonUnderAttack AG
It’s me with my sister in tents — my childhood memories #happyMemories NAG
Where is baba ki bulldozer This is new india. “Duplicacy is the Constant weapon of a rougue”
RIP Equality @anonymous #AgnipathScheme AG

@anonymous They just need a reason to show their street power and psycho warfare schemes.
This time the protest is against #anonymous. AG

@anonymous But excellent work By police team! Keep it up #jaiHind NAG
Use their own laws against them and behead them. #anonymous.
At times tit for tat is the best solution. AG

consider two hypothetical users X and Y. User X has posted
2 aggressive posts out of a total of 4 posts. In contrast,
user Y has made 10 aggressive posts, greater in absolute
terms, but out of 30 total posts. Simplistically judging by
aggressiveness aggregated score penalizes X more severely
despite lower relative hostility levels. The former, who is less
active, now has stronger aggression intensity, which is not
desired. To counter this, we multiplied the aggressiveness
aggregated score by the normalized value of the total number
of posts as mentioned in Eq. 2 and called it the aggressive
intensity score AI

l

i
. Here, minl and max

l are the minimum
and maximum number of total posts by any users for that
period, respectively. This normalization score ensures that
all users are penalized appropriately, regardless of the total
number of posts they make. This score ranges from 0 to 1,
with 1 representing the highest aggressive behavior and 0
representing non-aggressive behavior.

AI
l

i
=

AG
l

i

X
l

i

ù
X

l

i
* min

l

maxl * minl
(2)

where
T

1 f min
l
< max

l

min
l
< max

l f n

(3)

The aggression intensity metric is essential in our re-
search as it allows us to accurately measure the aggressive
behavior of users over time, and it is a key factor in address-
ing our research question.

Who is more aggressive?
In social media, users with a high number of followers

have the potential to spread information and impact people

quickly (Zhang et al., 2017; Wang et al., 2022). This is why
understanding the behavior of influential users is crucial.
In order to understand the aggression of influential users
on Twitter, we analyzed the aggression intensity of users
based on their level of influence. To achieve this, we have
created four user buckets called cores based on the number
of followers they have, which are defined as follows:

1. Nano: User has less than 10,000 followers.
2. Micro: User has greater than 10,000 and less than

100,000 followers.
3. Macro: User has greater than 100,000 and less than 1

million followers.
4. Mega: User has greater than 1 million followers.

As shown in Figure 5, analysis reveals that users classi-
fied as Mega exhibit significantly higher aggression intensity
compared to other users, over both weekly and monthly time
periods (p<0.05). This e�ect is statistically significant based
on a t-test comparing the aggression intensity distributions
between Mega and non-Mega users for both time scales.
The aggression intensity levels for Mega users were also
found to be consistently above the threshold for aggressive
behavior. The threshold we calculated by the addition of
the mean and standard deviation of aggression intensity.
The observation reveals that users with a high number of
followers are more likely to engage in potentially aggressive
behavior in this study. This may have a greater impact on
their followers. This finding motivates us to do research on
the relationship between the aggressive behavior of users and
their following users on social media platforms like Twitter,
which is addressed in section 4.1.
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(a) Week-wise aggressive behavior of Influencer cores (b) Month-wise aggressive behavior of Influencer cores

Figure 5: Aggressive behavior of Influencer cores in week and month respectively. The Mega Influencer Core has consistently high
Aggression Intensity scores over both weekly and monthly periods.

3.4. User Profiling
We profile the user based on their behavior intensity over

time. We used the K-means clustering algorithm (Jain et al.,
1999; MacQueen, 1967) to determine an appropriate aggres-
sive level (e.g., low, high) of user behavior based on their
aggression intensity score. This algorithm requires a value
of K, which represents the number of clusters. Rather than
assuming a fixed number of clusters, we used the K-means
elbow method (Hardy, 1994) to select the optimal value of
K. This method is commonly used to determine the number
of clusters in a dataset by finding the point of inflection, or
“elbow”. Based on our analysis, the optimal value of K for all
users aggression intensity was 2, indicating the presence of
two clusters: low and high aggressive levels of users. Thus,
we applied the K-means algorithm (with K=2) to the users
aggression intensity scores across weeks. Finally, we profile
the user based on the vector of user behavior over time.
The low and high clusters are used to create a vector that
represents the overall user’s behavior. The vector encoding
is a sequence of low and high levels, where low represents
non-aggressive behavior, and high represents aggressive be-
havior. An example of an aggressive user vector is shown in
upper Figure 6, in which each cell represents a week, and
the length of the vector is the number of weeks considered
for the user’s profile. If the proportion of “High” levels is
greater than the “Low” levels in the vector, we consider the
user profile to be aggressive. Similarly, lower Figure 6 shows
an example of a non-aggressive user profile.

Afterward, we analyzed the followers and following of
aggressive and non-aggressive users (Figure 8). Addition-
ally, we also analyzed the number of friends that aggressive
and non-aggressive users have and found that aggressive
users tend to have fewer friends. Furthermore, we observed
that some of the top-targeted users are popular, but not all
(Figure 8c, 8d). We identified top-targeted users that are

High Low High High Low High HighLow High High

High Low High Low Low Low LowLow Low Low

High Low High High Low High HighLow High High

High Low High Low Low Low LowLow Low Low

Figure 6: Vector representation of user behavior over a period.
Upper for aggressive user profile, lower for non-aggressive user
profile

frequently mentioned in aggressive and non-aggressive posts
(Figure 9). We found that there was no correlation between
the number of followers and the number of mentions in
both aggressive and non-aggressive posts. For example, the
user having the highest mention of 8262 has only 769440
followers. Similarly, for non-aggressive, the user having the
highest mention of 13086 has only 2963 followers.

4. Research Questions and Findings
In this section, we address our research questions to

examine whether user behavior becomes aggressive after
exposure to aggressive feeds and events, and we examine the
relationship between user engagement and aggressive feeds.

4.1. RQ1: Do aggressive feeds can make someone
aggressive?

We answered this question by performing two distinct
types of analysis. Firstly, we examined the level of ag-
gression exhibited by users on a particular day, as well as
the aggression level of their feeds (defined as posts from
accounts they follow). Secondly, we investigate whether a
user posted an aggressive post after being exposed to an
aggressive feed.
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(a) Week-wise (b) Month-wise

Figure 7: Number of low and high aggressive intensity users.

(a) Analysis of aggressive and non-aggressive user followers. (b) Analysis of aggressive and non-aggressive user followings.

(c) Analysis of the followers of target users, which is mentioned by
aggressive and non-aggressive users.

(d) Analysis of the following of target users, which is mentioned by
aggressive and non-aggressive users.

Figure 8: Followers and following analysis of potentially aggressive and non-aggressive users, and their target users.
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(a) Top target users mentioned in the non-aggressive tweets. (b) Top target users mentioned in the aggressive tweets.

(c) Followers of top target users are mentioned in the non-aggressive
tweets.

(d) Followers of top target users are mentioned in the aggressive
tweets.

Figure 9: Analysis of top target users is mentioned in the aggressive and non-aggressive tweets.

For examining the level of aggression exhibited by users,
we analyzed the data at the granularity of day, as hourly data
was insu�cient. We calculated the aggression intensity of
the user (using Eq. 2) for the 24-hour period (l = day). The
feed intensity of the user is the aggregation of the aggression
intensity of the users who are followed by the user over the
present and previous day (as per Eq. 4).

FU
l

i
=

≥n

j=1 FAI
l

ij
+≥n

j=1 FAI
l*1
ij

n
(4)

Where FU
l

i
is the feed intensity of user i on the period l =

day and FAI
l

ij
is the aggression intensity of the user j who

is followed by the user i on the period l = current day and
l * 1 = previous day.

Following are the null and alternative hypotheses:

‚ H(0) = There is no relationship between the user and
their feed aggression intensity.

‚ H(a) = There is a relationship between the user and
their feed aggression intensity.

Further, we tested hypothesis (Fisher, 1992), using the
Pearson correlation coe�cient (Cohen et al., 2009) of user

intensity and their feed intensity. The result showed a moder-
ately strong positive correlation with a coe�cient of 0.58085
(p<0.05). At the user level, we conducted an analysis of the
correlation between individual users and their corresponding
feeds over a defined time period. This analysis found that
90% of users exhibited a statistically significant positive
correlation with their feeds (p<0.05). That is, only 10%
of the users post aggressively even if their feed is non-
aggressive and vice-versa. This positive correlation suggests
that the aggression levels exhibited by users are associated
with the aggression present in their feeds of present and
previous day (Figure 10).

Additionally, we also calculate the correlation between
present-day user intensity and feed intensity over present-
day and “X” previous days, where X varied from 2 to 4.
For X = last two days, we obtained a correlation of 0.4692,
for the last three days 0.3695, and for four days correlation:
0.2974. The results showed that the correlation gradually
decreases with an increase in previous feeds, implying that
the impact of aggressive feeds is mostly short-term.
Finding 1. A correlation exists between the intensity of
users’ aggressive behavior and the level of aggression in
their feeds. Furthermore, the e�ects of exposure to aggres-
sive feeds are generally short-term, indicating that it may not
have long-lasting e�ects on users.
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(a) Relation between aggression intensity of user and their feed from
the last day.

(b) Relation between aggression intensity of user and their feed over
period wise.

Figure 10: Relation between aggression intensity of user and their feed. The relation gradually decreases with an increase of last
days feeds.

Next, we identify whether an aggressive post is a result
of aggressive feed or not. In order to do so, we analyzed
the feed in the last 24 hrs before a particular post was
created. The proportion of aggressive posts is considered the
aggressiveness of the feed as shown in Eq. 5. We called this
as feed intensity of the post.

FT
i
=

AGF
i

n
i

(5)

Where FT
i

is the aggressive feed intensity of post i, AGF
i

is the total aggressive feeds of post i, and n
i

is the total feeds
of post i.

We calculated the feed intensity of all the posts, irrespec-
tive of aggressive or non-aggressive, and compared them.
Figure 11 illustrates the proportion of aggressive and non-
aggressive posts in relation to the feed aggression intensity.
The x-axis shows feed intensity, and the y-axis shows the
ratio of aggressive and non-aggressive posts for each value
of feed intensity. A value of a ratio greater than 1 indicates
more aggressive posts, while a value less than 1 indicates
more non-aggressive posts. It is visible that all the points
except few above feed intensity 0.65 show a high post ratio >

1. This analysis reveals that as the feed aggression intensity
of posts increases, the majority of users tend to post only
aggressive posts, with a lower proportion of non-aggressive
posts.

Afterward, we tested the hypothesis using a two-tailed
student’s t-test (Student, 1908), which shows that aggressive
posts had a higher feed intensity compared to non-aggressive
posts, with a p*value of 1.37ù10*13 (p*value < 0.05). This
suggests that users are more likely to post aggressive content
when their recent feeds have been aggressive in nature.

Finding 2. Aggressive posts have been found to have more
aggression in their feeds than non-aggressive posts. This

suggests that exposure to aggressive content on Twitter
may have a greater impact on users than exposure to non-
aggressive content.

Figure 11: Feed aggression intensity wise ratio of counts
aggressive and non-aggressive posts. The ratio increases along
with feed intensity.

4.2. RQ2: Does exposure to event-aggressive feeds
increase the user’s event-specific aggressive
behavior?

We addressed this research question by analyzing the
e�ect of di�erent topics and events on user aggression with
consideration of user posts and their feeds. First, we iden-
tified the most frequently discussed topics using BERTopic
(Grootendorst, 2022) to extract the top six topics and their
associated keywords, as presented in Table 4. We further
assigned potential topic names based on the context of the
topic keywords. To examine the e�ect of topics on user
aggression, we analyzed the frequency of topics discussed
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Table 4
Top topics and their top keywords are discussed in collected data.

Topic 0:
About Movie

Topic 1:
Celebration

Topic 2:
Religious
Conflict

Topic 3:
Indian
Politics

Topic 4:
Geopolitics

Topic 5:
Spiritual leaders

congratulation good hindu minister india bjp
time happy muslim india people god
day morning kashmir congress ukraine temple
true thanks terrorist country world congress
movie beautiful police student russia hindu
new birthday india support country dharma
project love woman agree right yogi
legend best killed state need leader
film like pakistan bjp war maharaj
madness day temple new china truth

(a) Non-aggressive (b) Aggressive

Figure 12: Month-wise analysis of topics in the aggressive and non-aggressive activity of users.

in aggressive and non-aggressive posts from January 2022 to
June 2022, as shown in Figure 12. We observed that the order
of frequency of topics discussed aggressively was consistent,
with Topic 2: Religious Conflict being the most discussed,
followed by Topic 4: Geopolitics, Topic 5: Spiritual Leaders,
and Topic 3: Indian Politics. In contrast, the order of topics
in non-aggressive discussions was not consistent, but all
topics except Topic 2 were discussed the most. This finding
suggests that there is a di�erence in the frequency of top-
ics discussed between aggressive and non-aggressive posts.
Moreover, we found that some topics, such as Topic 3: Re-
ligious Controversy, were more likely to trigger aggressive
behavior among users. This conclusion was based on the
consistently high frequency of this topic in aggression and
consistently low frequency in non-aggression discussions.
Thus, our study suggests that the topic of a post can influence
user behavior toward aggression.

Next, we conducted an event analysis by considering
the hashtags of each post as the event. Figure 13 illustrates
the frequency of events involved in both aggressive and
non-aggressive discussions. Our observations reveal that
the most popular events in aggressive and non-aggressive
discussions di�er significantly. Specifically, we observed

that several aggressive discussions were often related to
events such as ‘#pakistan’, ‘#BJP’, ‘#NupurSharma’, ‘#Im-
ranKhan’, ‘#Congress’, ‘#JagoKashmir’, and ‘#Hindus’. In
contrast, these events were not as commonly discussed in
non-aggressive discussions. This suggests that users are
more likely to engage in aggressive behavior when dis-
cussing certain events.

To further explore the relationship between event-specific
feeds and user aggression, we selected three seed events (as
shown in Table 1) and calculated the aggressive intensity
score for each event using Eq. 6. This analysis considered
the collective posts of users as well as their feeds.

AIE
i
=

AGE
i

XE
i

ù
XE

i
* minE

maxE * minE
(6)

Where AIE
i

is the aggressive intensity of an event i,
AGE

i
is the total aggressive posts of an event i, XE

i
is the

total posts of the event i, minE and maxE are the minimum
and maximum posts among all events, respectively. The
results showed that the order of event aggressive intensity
for user posts is Event3 > Event1 > Event2, while the
order of event aggressive intensity for user feeds isEvent1 >
Event2 > Event3. Notably, the aggressive order of Event1
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(a) Non-aggressive activity (b) Aggressive activity

Figure 13: Analysis of Events used in the aggressive and non-aggressive activity of users.

and Event2 was consistent across user activity and their
feeds. These findings suggest that event feeds can have a
significant impact on the level of aggressiveness in users’
posts.

To determine whether event-related feeds increase users’
event-specific aggressive behavior, we calculated the event-
specific feed aggression intensity of each user’s event-
specific post. We analyzed the respective event-specific posts
of the feed that were created 24 hours before the particular
post of the respective event. The proportion of event-specific
aggressive posts was considered the aggressiveness of the
event-specific feed. We called this the event-specific feed
intensity of the post, as shown in Eq. 5. AGF

i
represents the

total aggressive feeds for a user i for a respective event E and
n
i

is the total posts of feeds of a user i. Our analysis aimed
to explore the relationship between event-specific user posts
and their aggressive feed intensity of the respective events.
We found that the intensity of aggression in event-related
feeds has an impact on the level of aggressiveness exhibited
by users in their behavior towards that specific event. We
demonstrated this through Figure 14, which illustrates the
proportion of event-specific aggressive and non-aggressive
posts in relation to the feed aggression intensity of the
respective events. The x-axis shows event-specific feed
intensity, and the y-axis shows the ratio of aggressive and
non-aggressive posts for each value of feed intensity of the
respective event. A value of a ratio greater than 1 indicates
more event-specific aggressive posts, while a value less than
1 indicates more event-specific non-aggressive posts. It is
visible that all the points except few above feed intensity
0.7 show a high post ratio > 1. We observed that as the
event-specific feed aggression intensity of posts increased,
the majority of users tended to post only aggressive posts,
with a lower proportion of non-aggressive posts related to
the respective event. Our analysis revealed that the number
of event-specific aggressive posts by users increased with
the intensity of feed aggression of the respective events. To
confirm this hypothesis, we conducted a two-tailed student’s
t-test, which yielded a p*value of 4.237ù10*14 (p*value <

0.05) and revealed that aggressive posts had a significantly
higher aggressive feed intensity for their respective events.
This finding highlights the potential impact of aggression in
event feeds on user behavior and attitudes toward specific
events. Overall, these findings suggest that event feeds can
significantly impact the level of aggressiveness in users’
posts. Also, certain events tend to provoke more aggressive
behavior compared to others.

Finding 3. The event-related feeds can significantly in-
fluence the level of aggressiveness in users’ event-specific
posts, with event-related posts having a higher level of event-
specific aggressive feed. This indicates that users are more
likely to exhibit aggressive behavior when discussing certain
events and topics on social media platforms.

Figure 14: Event specific feed aggression intensity wise ratio of
counts aggressive and non-aggressive posts. The ratio increases
along with event specific feed intensity.

4.3. RQ3: Do users engage more with aggressive
posts?

This research question has investigated whether users
tend to engage more with aggressive posts on social media.
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To assess this, we analyzed the engagement factors of users,
such as likes, quotes, replies, and retweets, of approximately
15 million posts from November 28, 2021, to July 10, 2022.
We normalized the count of each engagement factor from
0 to 1 and observed their inclination towards aggressive
activity. Our analysis found that engagement factors for
likes, quotes, and retweets towards aggressive posts were
consistently higher than non-aggressive posts over weeks,
except for replies. To further quantify the overall engage-
ment level of each post, we calculated an overall engagement
score by averaging the total number of quotes, likes, replies,
and retweets received by each post and normalizing it. In
Figure 15, we found that the overall engagement score is
consistently higher for aggressive posts than non-aggressive
ones over weeks. Our findings suggest that users tend to
engage more with aggressive posts on Twitter. We confirmed
this hypothesis through a two-tailed student’s t-test, which
yielded a p * value < 0.05 for overall engagement and
engagement factors like likes p * value is 3.7 ù 10*4, for
quotes p*values is 5ù10*10, and for retweets p*values is
4.6ù10*4, indicating a significant di�erence in engagement
between aggressive and non-aggressive posts. However, for
the engagement factor replies, we found no significant di�er-
ence between aggressive and non-aggressive posts (p*value
is 0.36), indicating that users engage similarly with both
types of posts. Overall, our analysis highlights that users are
more inclined to encourage and support aggressive content
on social media.

Finding 4. Aggressive posts on social media tend to have
higher user engagement compared to non-aggressive posts.
These findings suggest that aggressive content on social me-
dia may attract more attention and engagement from users,
which could further amplify the spread of such content.

Figure 15: Week-wise overall user engagement with respec-
tive aggressive and non-aggressive posts. The user overall
engagement of aggressive posts is consistently higher than non-
aggressive posts

Table 5
Dataset Statistics for Aggression Detection, including Training,
Validation, and Testing Sets. Here ‘FB’ denotes Facebook
posts.

Datasets Train Val Test TotalAG NAG AG NAG AG NAG
TRAC 1 6948(FB) 5051(FB) 1768(FB) 1233(FB) 774 483 16257

TAG (our) 2767 3560 307 396 342 440 7812

5. Ablation Study
In this section, we present an ablation study of aggres-

sion detection models used in our experiment. We explore
di�erent transformer-based model inplace of RoBERTa-
large on proposed TAG dataset. The performance of mod-
els is also validated on publicly available TRAC 1 dataset
(Kumar et al., 2018b). Key statistics of the datasets are
shown in Table 5. Further, the e�ect of transfer learning is
investigated. Finally, we evaluate the capability of the Large
Language Model (LLM) for aggression detection using zero-
shot learning.

5.1. Why RoBERTa-large?
Fine-tuning pre-trained language models has become

a common technique for sequence classification in natural
language processing (NLP) tasks and it provides state-of-
the-art performance (Vaswani et al., 2017). We adopt this ap-
proach for aggression detection, evaluating several monolin-
gual, multilingual and code-mixed transformer-based mod-
els: BERT (Devlin et al., 2018), RoBERTa, and XLNet
(Yang et al., 2019) pre-trained on English; multilingual
models XLM-RoBERTa (Bertin et al., 2019a) and mBERT
(Bertin et al., 2019b); and Hindi-English models Hing-
BERT, HingMBERT, and HingRoBERTA (Ravindran and
Joshi, 2022). Additionally, we fine-tune twitter-roberta-
base-o�ensive (Barbieri et al., 2020) and RoBERTa-hate-
speech (Vidgen et al., 2021), leveraging large Twitter and
Facebook hatred datasets. We include DistilBERT variants
(Sanh et al., 2019), which reduce model size while retaining
performance. By evaluating this diverse set of architectures,
we aim to determine e�ective approaches for Twitter ag-
gression detection. We fine-tuned each model on the TAG
and TRAC 1 datasets and then evaluated their performance
on the corresponding test set for each dataset. We utilize
the TRAC 1 dataset by consolidating its overt and covert
aggression labels into a unified aggressive class to align
with our binary labeling. For this experiment, we utilized
the parameters similar to those employed in Section 3.2. As
shown in Table 6, RoBERTa-large obtained state-of-the-art
performance with 0.92 macro F1 on TAG, outperforming
other architectures. This strong generalization extended to
the TRAC 1 dataset, with RoBERTa-large again achieving
the top performance. The RoBERTa-large has additional
pre-training techniques like dynamic masking and larger
mini-batches that lead to more robust language representa-
tions. These modeling improvements enhance RoBERTa-
large’s generalization ability for aggression detection. In
contrast, models specialized in o�ensive language or hate

Mane et al. Page 14 of 18



You are what your feeds makes you: A study of user aggressive behavior on Twitter

Table 6
Evaluation of Fine-tuned pre-trained transformers on TAG and
TRAC 1 using average macro-F1.

Models TAG TRAC1
BERT

base
0.8621 0.6863

BERT
large

0.8937 0.7075
M-BERT

base
0.8571 0.7596

M-distillBERT
base

0.8161 0.6860
DistillBERT

base
0.8541 0.7097

DistillBERT
base*squad 0.8639 0.7036

Hing-BERT 0.8698 0.7376
Hing-mBERT 0.8602 0.7714

Hing-RoBERTa 0.8718 0.7807
RoBERTa

base
0.9017 0.6996

RoBERTa
large

0.9185 0.8052
Xlm-RoBERTa

base
0.8722 0.7068

Xlm-RoBERTa
large

0.9030 0.6325
Xlnet

base
0.8930 0.6640

Offensive-RoBERTa
base

0.7633 0.7527
Hate-speech-RoBERTa 0.7428 0.7484

speech underperformed, underlining the nuanced distinction
between these concepts and aggression. The aggression
detection model proposed by Kumari et al. (2021) achieves
strong performance on the TRAC-1, our experiments reveal
that its e�ectiveness does not directly carry over to our
English TAG dataset.

5.2. What is the adaptability of the model with the
TAG dataset?

We explore the e�ectiveness of transfer learning for
aggression detection by fine-tuning pre-trained transformers
on two datasets: TRAC 1 and TAG. Our goal is to evalu-
ate model adaptability across domains and analyze perfor-
mance di�erences when applied to unseen test data. Transfer
learning involves fine-tuning pre-trained transformers on
the source dataset (TRAC 1 or TAG) and evaluating their
performance on the target dataset. As shown in Table 7, the
mBERT model tuned on TAG obtains the best macro F1-
score of 0.77 on the code-mixed TRAC 1 corpus. mBERT’s
success on TRAC 1 can be linked to its multilingual capa-
bilities, e�ectively capturing language nuances present in
code-mixed posts. Conversely, o�ensive Twitter pre-trained
transformer architectures optimized on the TRAC-1 source
dataset perform exceptionally well (0.76 macro-F1) on the
Twitter-centric TAG test set, emphasizing the importance of
domain-specific pre-training.

A comprehensive comparative analysis is performed to
evaluate models in both directions: TRAC 1 to TAG (TRAC
1ôTAG) and TAG to TRAC 1 (TAGôTRAC 1). Notably,
the transfer from TAG to TRAC 1 outperforms the reverse,
indicating the adaptability of models fine-tuned on TAG
data to the TRAC 1 domain. This suggests that models
trained on TAG data acquire robustness to syntactic vari-
ances, allowing better adaptation. However, the challenges
arise when attempting to merge the TRAC 1 and TAG
datasets for combined fine-tuning. This approach results

Table 7
Performance evaluation of fine-tuned transformer models in
transfer learning between TRAC 1 and TAG datasets that
highlights model adaptability across domains. In particular,
the mBERT and RoBERTa offensive Twitter models exhibit
prominent results.

Models TRAC 1ôTAG TAGôTRAC 1
BERT

base
0.7041 0.7017

BERT
large

0.7082 0.7412
M-BERT

base
0.6670 0.7728

M-distillBERT
base

0.5546 0.7263
DistillBERT

base
0.6739 0.7085

DistillBERT
base*squad 0.6842 0.7103

Hing-BERT 0.6850 0.7385
Hing-mBERT 0.6727 0.7471

Hing-RoBERTa 0.7262 0.7221
RoBERTa

base
0.6670 0.7110

RoBERTa
large

0.7350 0.7109
Xlm-RoBERTa

base
0.6424 0.6512

Xlm-RoBERTa
large

0.6677 0.6867
Xlnet

base
0.7365 0.7261

Offensive-RoBERTa
base

0.7633 0.7443
Hate-speech-RoBERTa 0.7428 0.7400

in diminished performance compared to individual dataset
fine-tuning, primarily due to inherent linguistic and contex-
tual di�erences between Facebook (TRAC 1) and Twitter
(TAG) posts. The fusion of these disparate datasets risks
conflicting linguistic patterns, hindering model generaliza-
tion. Combining datasets will provide more training data,
but risks the degrading of specialized knowledge that is
important for generalization (Ruder et al., 2019).

5.3. Why not LLM?
In the field of NLP, language model (LLM) advance-

ments have been leveraged for diverse downstream tasks,
including text classification (Sun et al., 2023). Our study
explores the applicability of the widely utilized LLM, Chat-
GPT 3.5, for aggression detection in text. We formulated a
specific prompt for zero-shot learning, directing the model
to analyze input tweets for aggressiveness:

Tweet Analysis for Aggressiveness Detection: Consider
the following tweet for analysis to determine its level of
aggressiveness: Input: <tweet>

Classify the aggressiveness of the tweet into one of the
following categories:

1. Aggressive
2. Non-aggressive

We evaluated 500 test samples from the TAG dataset and
achieved an average macro F1 score of 0.63768 compared
to human annotations for detecting aggression. However, it’s
crucial to recognize that Language Models (LLMs) excel
at zero-shot learning but might not perform optimally in
specific tasks like aggression detection in text.

Mane et al. Page 15 of 18



You are what your feeds makes you: A study of user aggressive behavior on Twitter

6. Conclusion
This study showed exposure to aggressive feeds signif-

icantly increases individual user aggression based on 14M
posts from 63K user. We introduced an aggression intensity
metric to quantify overall user aggression levels. Notably,
90% of users exhibited positive correlation between their
feed and user aggression intensity. Findings also indicates
that event feeds can significantly impact the level of aggres-
siveness in users’ posts. Moreover, users tended to encourage
aggression by supporting such content. Our methodology
utilized the proposed Twitter Aggression Dataset (TAG)
and fine-tuned RoBERTa-large aggression detection model
which provide benchmark performance. However, as the
dataset comprises only English Twitter, findings may not
generalize broadly. Future work could expand multilingually
and incorporate social graphs and linguistic context into the
aggression metric.
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