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Abstract

Based on the hypothesis of the evolving machine intelligence that in essence gives birth to super-intelligent machines, this can

be said that as proposed in the previous theories there will be an intelligence evolution hitting a singularity. In this paper we

have hypothesized that machines may split into two categories based on the ‘type’ of intelligence explosion resulting one ‘type’

hitting hard singularity while one ‘type’ hitting soft singularity for a specific blow-up case called errored singularity marking

the end point is discussed.
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INTRODUCTION 

 
 Intelligent machines will rule the future world is a popular 
saying where starting from the initial hypothesis of Nick Bostrom, 
several theories have been proposed as to depict the danger posed 
by the artificial intelligent machines. This fear of danger leads to 
several nodes of this theory where terms like seed singularity, 
intelligence explosion, super intelligent machines, machines capable 
of self-reproduction and all of them pointed in a single way that is 
towards the harm or posing danger to humanity. Many scientists, 
physicists have come forward to discuss this issue and the evolution 
has been marked with the machine via the civilization scales where in 
future there will be machine domination leading to the making of 
popular movies and several form of digital arts regarding how those 
machines might look into future. This paper will address the issue 
mathematically through a channelized flow where the transition 
being shown with the inducement of splitting the singularity into 
three forms as: soft singularity, hard singularity, and errored 
singularity. This segregation is essential for the demarcation of a 
specific point where the friendly AI machines will be channelized 
towards non-(friendly AI) machines which will again roll over via a 
𝜂 × 𝜂 matrix that shows the entire signature of evolution being the 
operator coefficient of the matrix order[1-3]. 
 
 
 
PART – I  

 
The linearity of time is the factor for progression and that 

progress can be stated as evolution where thee exists some specific 
criterion relating all the three factors, the progression, temporal 
evolution and the elimination of infinity related to that evolution as 
in any case if the specific domain of progression limits to infinity then 
it is something that is not capable of human minds to imagine and not 
even reached in any form of civilization scales as depicted by Sagan 
and Kardashev. 
 
Therefore, if the spacetime progression can be termed as {(𝜎, 𝜌), ↗} 
then this can be deduced as the temporal progression 𝜌 which is 
indeed evolution; is a dependable factor on the flow of time ↗ which 
must be less than infinity when we split space into several 
segregations such that each segregation marks each point of 
evolution such as, 
 
For the segregation parameter of space 𝜎 : one can easily split the 
space via 𝑘 total units with a constant time 𝜌 to depict as[4-7], 
 

𝜌∑𝜎k

n

k=1

 ∃𝑛 ≠ ∞ 
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Where the progression can be measured in the following way through 
setting up of limits, 
 

↗ ≅ lim
𝜌≠∞

(𝜌 ∫⋀

𝜎k

)

(0)

 

 
 

↗ ≅ lim
𝜌≠∞

(𝜌 ∫⋀

𝜎k

)

(1)

 

 
 
Thus, it is now easy to represent the evolution parameter without 
taking such equations through (0,1) norms depending on the 
evolution factor ⋀ in three categories where there exist three 
projections from the present spacetime: {(𝜎, 𝜌)P, ↗} taking the 
evolution pattern as, 
 
Iff {(𝜎, 𝜌)P, ↗} ≅ ζ then, 
 

∂(0,1) ∶=  ζ ↪ ⋀(0,1)|
c

∂(0) : =   ζ ↪ ⋀(0)|
𝑑
 

∂(1) ∶=  ζ ↪  ⋀(0)|
e

 

 
For a scheme to be determined ℰc|de that acts on a basis of probability 

function 𝒪 to exist in the above-mentioned parameter ⋀ as the 
singularity parameter which in the way takes three values for the 
scheme ℰc|de depending on the dominancy above the probability 

represented as 𝒪𝒟 which when acts on the singularity factor with the 
covariant norms in ⋀ provides the three categories, 
 

∑ ×( ⋃ 𝒪𝒟
{(0,1)(0)(1)}⊂𝒟

)
𝜖

 

                                                                      ∃𝑐, 𝑑, 𝑒 ∈ ϵ 
 
Where there lies the generator 𝜖i which is a summation of every 
functional generator that generates the split of the coherent scheme 

[(ℰc|de) ↗] to represent the dominance of probability in the norms 

(0,1) of the singularity ∧ in a way to encode the evolution parameter 
↗ to represent a closed interval through a finite split wise basis as, 
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∑ ×
𝜖i

( ⋃ 𝒪𝒟
{(0,1)(0)(1)}⊂𝒟

)
                  ⇒                 
→             [(ℰc|de) ↗]

↪ c|d
   𝒪𝒟(0)   
→     ∧(0)

↪ c|e
   𝒪𝒟(0)   
→     ∧(1)

↪ c|𝑑,𝑒
   𝒪𝒟(0,1)  
→         ∧(0,1)

 

 
 
 
Here, the split can be declared by the vertical bar ‘|’ where we can 
see three forms of splitting that takes place yielding three kings of 
singularity to say the dominancy in the probability factor 𝒪𝒟 is 
responsible for the split such that if in the below equation we denote 
↑0 then the dominancy factor of (0) is more in (0,1) leading to a hard 

singularity ∧(0) while if we denote ↑1 then the dominancy factor of 
(1) is more in (0,1) leading to a soft singularity and the last of all if 
we denote ↑0↑1 then this can be easily assumed that the dominancy 
factor is same for both the probabilities in a way 𝒪𝒟|↑0 ≈ 𝒪𝒟|↑1  and 

we have a null singularity where the singularity won’t reach as both 
the soft and hard is dominant. Now, it takes a bit of explaining about 
the soft and hard singularity. 
 
 
A soft singularity is the singularity where these three statements 
won’t fall as, 
 

{

     AI is becoming harmful
                            AI makes a destruction of humkind

AI will cage humans
 

 

The third statement required a bit of explanation as: humans have 
now caged AI although humans have evolved from AI; in the same 
context, AI can cage humans in future if they become super-intelligent 
although they have originated from human minds. 
 
Thus, any singularity that is not soft will be a hard singularity where 
the intelligent explosion will occur, and super-intelligent machines will 
rule this planet being capable of self-reproduction and the harmful 
point of human civilization will arrive. 
 
Thus, to prevent the AI hitting a hard singularity, the AI can be made 
to bypass a series of soft singularity where if all of AI machine gets 
merged with the soft singularity then there is no point in developing 
a hard singularity but if a proportion of AI machine gets attached to 
the soft singularity which means they can’t bypass them then they 
will not anymore be harmful for the humankind, while if any AI can 
bypass the soft singularity then they gets harmful AI: where there can 
be another sicario which can be merged with the above alternatives 
as some machine bypass the soft singularity while some cant and if 
that happens then this is to be determined the extent or magnitude 
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of influence I the machine can provide where the equation can be 
represented as, 
 

𝐼log10(∧
(1)−∧(0)) 

 

Where ∧(1) is number of soft singularities and ∧(0) is the number of 
hard singularities denoted in natural logarithm in such a case where 
the number of soft singularities is always more than the number of 
hard singularities which we will see below (why?) and the magnitude 
of influence 𝐼 can take two values where one is forbidden and other 
should be taken as, 
 

forbidden value ⟹ (−1,0)

realistic value ⟹ (0,1)

fundamental value ⟹ (−1,1)
 

 
If soft singularity dominates then the value should be forbidden as 
between −1 and 0 while if hard singularity dominates then the value 
should be positive between 0 and +1 where a case may arise when 
both are equal and in this case the value should be between −1 and 
+1 as fundamental value where in this case the number of soft and 
hard singularity will be equal leading to the conclusion, 
 

log10(∧
(1)−∧(0)) = 1 

 
Thus, the formula should be modified to only, 
 

𝐼 
 
Where the calculation of hitting the singularity can be determined on 
the aspects of the multiplier of the determined computing power ⊓ 
to attain singularity ∧ with the Sagan–Kardashev Scale: all divided by 

𝐼𝑙𝑜𝑔10(∧
(1)−∧(0)) as, 

 

Sagan Kardashev Scale 𝐾 =
𝑙𝑜𝑔10 𝑃−6 

10
 where 𝐾 is the Kardashev’s 

civilization rating and 𝑃 is the power consumption. 
 
For c|𝑑 ≡ c|𝑒 the applicable formula will be, 
 

𝐾 × ⊓

𝐼log10(∧
(1)−∧(0))

 

 
For c|𝑑,𝑒 the applicable formula will be, 
 

𝐾 ×⊓

𝐼
≈ 0 ∃ log10(∧

(1)−∧(0)) = undefined iff ∧(1) = ∧(0) 
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PART – II 
 
 
 There has been a concept called friendly AI which supports 

the formalism of soft singularity ∧(1) where each machine can be 
taken as ℓ with a coherent form of all the machines that supports the 
soft singularity via, 
 

∑ℓi

>∞

i=1

 

 

Where the same concept can be used to treat hard singularity ∧(0) 
which would be accompanied by machines that are undergoing 
through super intelligent machine for intelligence explosion that can 
be treated for the specific formalism same as before where a single 
machine can be taken as O having a coherent form[8-10], 
 

∑Oi

>∞

i=1

 

 
Here this is useful to note that soft singularity obeying machines will 
always be greater than hard singularity obeying machines which in 
turn expresses a positive form of the equation to be valid as, 
 

∑ℓi

>∞

i=1

 ≫∑Oi

>∞

i=1

 yields positive result for 
→                   

𝐾 × ⊓

𝐼log10(∧
(1)−∧(0))

∀realistic value 

 
Where in the case which is not at all suitable unless the ‘Errored 
singularity’ is not reached which in turn causes a blow up of the 
equation for a negative logarithm giving it undefined where the case 

can be specifically parameterized by ∇̿ which will only occur for, 
 

∇̿  ⟹ ∑ℓi

>∞

i=1

 ≪∑Oi

>∞

i=1

 blows up 
→       

𝐾 × ⊓

𝐼log10(∧
(1)−∧(0))

 

 
 
This is determined via a matrix 𝜂 × 𝜂 with a transition flow marking a 
boundary of a 𝜍 − 𝑝𝑎𝑟𝑎𝑚𝑒𝑡ric solution which indeed marked the 
flow channel of machine intelligence as, 
 

〈ℓi|𝜂×𝜂〉
          𝜍          
→       〈Oi|𝜂×𝜂〉

          𝜍          
→       ]∇̿] 

   
                                                        ∃ℓi|𝜂×𝜂  ≠  Oi|𝜂×𝜂 

 
 
Thus, all machines that are there as AI friendly can turn up for a 
specific case to be a Not-(AI friendly) which via the flow of machine 
intelligence 𝜍 will hit the hard singularity with the extreme boundary 
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being ∇̿ where the flow will reverse back in undefined form having a 
similar number of machines as considered in the 𝜂 × 𝜂 matrix for a 
value to be shown with a null value 𝜃 representing empty sequence 
for the machine of other singularity, 
 

       [

ℓ1𝜃1 ℓ1𝜃2 … ℓ1𝜃𝑛
ℓ2𝜃1 ℓ2𝜃2 … ℓ2𝜃𝑛
⋮ ⋮ … ⋮

ℓ𝑚𝜃1 ℓ𝑚𝜃2 … ℓ𝑚𝜃𝑛

]

≡𝜂×𝜂

 

 

                          
↓
  ↓𝜍
↓

 

 

   𝜍   
→  [

O1𝜃1 O1𝜃2 … O1𝜃𝑛
O2𝜃1 O2𝜃2 … O2𝜃𝑛
⋮ ⋮ … ⋮

O𝑚𝜃1 O𝑚𝜃2 … O𝑚𝜃𝑛

]

>𝜂×𝜂

  𝜍  
→ 

]
 
 
 
 

[

ℓ1O1 ℓ1O2 … ℓ1O𝑛
ℓ2O1 ℓ2O2 … ℓ2O𝑛
⋮ ⋮ … ⋮

ℓ𝑚O1 ℓ𝑚O2 … ℓ𝑚O𝑛

]

≡𝜂×𝜂

∇̿

]
 
 
 
 

 

 

Thus the ]∇̿] can be easily determined via a single equation that marks 

the intelligence explosion for ≡ 𝜂 × 𝜂 matrix through a closure, 
 

[≡ 𝜂 × 𝜂ℓ𝑖 ⋃ > 𝜂 × 𝜂O𝑖

∇̿

∧(1)
  𝜍  
→ ∧(0)

( ∐ ≡ 𝜂 × 𝜂]∇̿]
∧(1)≡∧(0)⊂]∇̿]

)/~] 

 
 
 
 
CONCLUSION 
 
 Three possible scenarios with three types of singularity has 
been covered in this paper where it has been shown that the ‘soft 
singularity’ is the ideal AI friendly machines that in turn generates 
with much lesser component of machines having super intelligent 
powers to hit technological singularity or ‘hard singularity’ as 
proposed for the purpose of this paper through a channelised flow 
where the point of end as predicted here is the reverting of the lesser 
components of super intelligent machines hitting ‘hard singularity’ to 
an equal number of machines that are there in the initial stage of ‘soft 
singularity’ when this can be safely said that all machines have gone 
through intelligent explosion and are at the ultimatum of machine 
intelligence. 
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