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Abstract. This paper comments on our recently published conference
paper entitled “An Initial Study on the Relationship Between Meta
Features of Dataset and the Initialization of NNRW”. We point out that
the above-mentioned article has a typographical error in proving that
using Gamma distribution to initialize NNRW is not a good choice, and
give the corresponding correct proof.
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1 Introduction

Neural networks with random weights (NNRW) have received extensive atten-
tion in recent years, and relevant algorithms and applications have shown great
potential in many fields [3,5]. Some notable algorithms include: random vec-
tor functional link network (RVFL) [8], extreme learning machine (ELM) [7],
stochastic configuration network (SCN) [10], broad learning system (BLS) [4],
etc.

In traditional neural networks (e.g., BP [9] and CNN [6]), all parameters
in the network must be fine-tuned iteratively until the model error converges
to a preset threshold. The most commonly used method to achieve this goal is
gradient descent and its variants.

Different from the traditional neural networks, some parameters in NNRW
remain unchanged during the model training after randomized initialization
according to certain rules, and the remaining parameters are obtained analytically.
Specifically, taking NNRW with a single-hidden-layer network structure as an
example (as shown in Fig. 1 [2]), its input weights w and hidden biases b are
assigned randomly from a given range (e.g., [-1, 1]) and kept frozen throughout
the training process, while its output weights 3 are obtained analytically (e.g.,
using the least squares method).

The training process of NNRW is non-iterative, which can make the model
achieve extremely fast training speed and good generalization ability when the
size of the training data is relatively small and the data features are relatively
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Fig. 1. The network structure of a single-hidden-layer NNRW |[2].

simple. Thanks to such advantages, NNRW-related algorithms have been applied
in many scenarios [3].

It can be inferred from the above introduction that the feature extraction
quality of NNRW depends largely on the effect of its random feature mapping. In
other words, the choice of w and b have a significant impact on model performance.
In fact, how to choose the appropriate w and b when modeling is one of the
most important open issues in this field. Although some researchers have tried to
explore and study this issue, there is currently no simple and convenient method
to guide the assignment of these random parameters. For example, Wang et
al. [10] pointed out that the selection of w and b should depend on the training
data and they proposed a supervisory mechanism to guide the assignment of
these parameters. Although this method is effective in some specific scenarios,
its computational complexity is relatively high, specially when the number of
candidate parameters is set to be large.

Similar to Wang’s work, we have empirically found that the most suitable
random intervals for different data sets are also different [1]. Further, we studied
the relationship between meta-features of a data set and the initialization of
NNRW in [2]. Both of these works provide valuable guidelines for the initialization
of NNRW.

However, in our further study of the above problem, we found that there is a
typographical error in the equation (8) in [2], which may be due to negligence
during the proofreading process. To avoid misleading readers, we amend this
problem in this paper.

2 Claims

In [2], the following equation is used to explain why the Gamma distribution is
not an ideal choice for initializing the NNRW (see [ [2]] for details).
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Var(w;z + b;) = Var(wx) + Var(b;)
= B(w;z)? — BE(w?z?) 4+ Var(b)

= BE(w;)*E(z)? — E(w?)E(2?) + Var(b;)
= B(w;)*E(x)* — (Var(w;) + E(w;)*)E(2*) + Var(b;)
= Var(z)E(w;)* — Var(w;)E(z)* + Var(b;). (1)

In fact, the correct version should be as follows:

Var(w,x 4+ b;) = Var(w;x) + Var(b;)
= E(wjz?) = [E(w)]* + Var(b)
BE(w})E(2?) - [B(w))?[E()]” +Va7“(bz)
) )

= V@T(wz)E(l”Q) + [E(wz)]zE( [E( DIP[E(@)]? + Var(b)
= Var(w;) E(z*) + [E(wz)]Q(E(ff ) = [E(@)]?) + Var(b;)
= Var(w;)E(x?) + [E(w;)]*Var(z) + Var(b;) (2)

3 Conclusions

In this paper, we corrected a typographical error in [2] and briefly reviewed its
research motivation. Readers who are interested in the details of related papers
can refer to the original ones.
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