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Abstract—In this paper, a laser-powered aerial multi-access
edge computing (MEC) architecture is proposed, where a high-
altitude platform (HAP) integrated with an MEC server transfers
laser energy to charge aerial user equipments (AUEs) for offload-
ing their computation tasks to the HAP. Particularly, we identify
a new privacy vulnerability caused by the transmission of wireless
power transfer (WPT) signaling in the presence of a malicious
smart attacker (SA). To address this vulnerability, the interaction
between the HAP and SA in their allocation of tile grids as
charging points to the AUEs in laser-enabled WPT is formulated
as a Colonel Blotto game (CBG), which models the competition of
two players for limited resources over multiple battlefields for a
finite time horizon. Moreover, the utility function that each player
receives over a battlefield is developed by revealing the tradeoff
between privacy protection level and energy consumption of each
AUE. We further obtain the mixed-strategy Nash equilibrium for
the modified CBG with asymmetric players. Simulation results
are presented to show the effectiveness of this game framework.

I. INTRODUCTION

With the rapid proliferation of smart user equipments (UEs)
on the ground, a multitude of mobile applications are emerging
and gaining popularity, such as extended reality, autonomous
driving, connected machines, etc. In addition to the terrestrial
UEs, unmanned aerial vehicles (UAVs) acting as the aerial UEs
(AUEs) have also drawn increasing interests recently for both
civilian and commercial applications, e.g., aerial surveillance,
disaster response, flying cars, and so on [1]–[3]. Among them,
most of the applications are not only computation-intensive
but also latency-sensitive. For instance, a huge amount of
data collected by the AUEs in disaster sensing missions, e.g.,
reconnaissance, situational awareness, and mapping, generally
consume extensive computational resources.

However, the constrained computing capability of the AUEs
is usually difficult to fulfill the computation requirements of
these applications. To tackle this issue, multi-access edge com-
puting (MEC) is envisioned as a promising approach to pro-
vide the cloud-computing capability in close proximity to the
users [4]. By enabling the users to offload their computation
tasks to the network edges for execution, MEC has potentials
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to bring many advantages including reduced latency, enhanced
security, improved energy saving, enhanced user experience,
etc. To provide the edge computing resources for the AUEs,
one general solution is to integrate the MEC servers at the
edge of terrestrial networks, e.g., gNBs in 5G wireless systems.
However, it is impractical and uneconomical to deploy such a
kind of terrestrial infrastructure integrated with MEC servers
for the AUEs when they are distributed above the challenging
hard-to-reach environments, e.g., disaster scenarios and ocean
areas. An alternative is to extend the computation resources to
airspace for providing efficient and flexible computing services
for the AUEs. Compared to the UAVs in lower airspace, high-
altitude platforms (HAPs) in the stratosphere are more suitable
to offer elastic computing services due to larger area coverage,
bigger payload capacity, and longer endurance [3]. To this end,
the integration of the HAPs with MEC servers motivates the
prospect of implementing the aerial computation offloading for
the HAP-connected AUEs.

Although HAP-aided MEC can reduce the energy con-
sumption effectively, computation offloading may be still
interrupted due to AUE’s limited energy storage. An attractive
solution is to apply far-field wireless power transfer (WPT) to
provide a controllable, sustainable, and longer-range energy
supply for the AUEs [5]. Recently, the integration of far-field
WPT into the MEC system has gained many research interests,
aiming to improve the system performance by optimizing task
offloading and resource allocation jointly [6]–[8]. However,
these works mainly focus on the use of radio frequency (RF)-
based WPT at the terrestrial or aerial infrastructure to prolong
the lifetime of energy-limited UEs on the ground.

Unlike the RF-based WPT, the laser-enabled WPT is able
to deliver much more energy to the users with high energy
concentration over long distances [9]. It has been demonstrated
by the JAXA that an orbiting satellite with a solar condenser
can quickly distribute tens of kW class laser power on demand
to the target areas over the Earth’s surface [10]. Therefore,
we propose to employ the laser-enabled WPT for HAP-aided
MEC to develop a novel paradigm of the laser-powered aerial
MEC system, wherein a laser transmitter is mounted at the
HAP. With this setup, the HAP transmits laser energy to charge
the AUEs from the sky, and the AUEs utilize the harvested



energy to support the flights and complete the computation
tasks. Several recent works are devoted to the application of
laser-enabled WPT as the energy supply for the UAVs [5], [9],
[11] and the Internet of Things (IoT) devices [12]. However,
the above studies exploit the laser-enabled WPT only to the
scenario of UAV communications and IoT, and do not capture
the effect of laser-based WPT on the HAP-aided MEC.

Meanwhile, to obtain an effective aerial location for charg-
ing, each AUE needs to transmit a WPT signaling to the HAP
on a control channel via air-to-air (A2A) uplink transmission.
However, the WPT signaling delivery in open radio environ-
ment is also exposed to smart attacks [13], as a malicious
smart attacker (SA) with a smart radio device flexibly chooses
the attack mode and strength by monitoring the WPT activity.
Moreover, the privacy of AUEs’ charging locations can also be
compromised by observing the WPT signaling dissemination
at the SA. Hence, enhanced security and privacy mechanisms
are important for the WPT since a minor compromise may
result in a major security problem, e.g., the leakage of charging
location information for AUEs. This, however, may allow the
SA stealthily infer and track the AUEs’ locations and launch
attacks for the WPT. To identify a balance between privacy
and performance in HAP-aided MEC, a privacy-aware laser-
enabled WPT problem is formulated in this work based on
the framework of Colonel Blotto game (CBG). To the best of
our knowledge, this is the first work that considers the aerial
location privacy for laser-enabled WPT in HAP-assisted aerial
MEC system. Main contributions of our work include:

• We develop a privacy-aware laser-powered aerial MEC
framework, which achieves the enhanced location privacy
for AUEs under a multi-tier grid-based spatial structure.

• We formulate the interaction between the HAP and the
SA in tile grid allocation for the potential charging points
to AUEs as a CBG, which models the competition of two
players for limited resources over a set of battlefields.

• We design the utility function obtained by each player
on a battlefield by capturing the balance between privacy
protection level and energy consumption in the aerial
MEC system. Moreover, the solution of the CBG cor-
responds to the mixed-strategy Nash equilibrium point,
which is derived for asymmetric players.

The remainder of the paper is organized as follows. Section
II describes the system model. In Section III, we formulate
the Colonel Blotto game between HAP and SA, and obtain
a solution of the game. Simulation results are presented in
Section IV, followed by concluding remarks in Section V.

II. SYSTEM MODEL

A. System Overview

We consider a laser-powered aerial MEC system as shown
in Fig. 1, utilize the aerodynamic lift to maintain circle above
the coverage area where a multi-antenna quasi-stationary HAP
is located at an altitude of LH above the Earth’s surface in the
stratosphere to provide coverage for N single-antenna flying
AUEs in a given airspace Ω within a finite time horizon
T . Particularly, a laser transmitter and an MEC server are
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Fig. 1. The considered aerial MEC system in the presence of an SA.

integrated at the HAP. Each AUE has a computation-intensive
task to be completed. With the harvest-then-transmit mode,
the HAP delivers laser energy to charge the AUEs, and each
AUE then uses the harvested energy to maintain its flight
and accomplish its computation task via executing locally
or offloading to the HAP. We denote the set of AUEs as
N = {1, 2, · · · , N}. To achieve the laser-enabled WPT, each
AUE must send a WPT signaling to the HAP via a control
channel in the presence of a malicious SA with a fixed ground
location. By using a smart radio device, the SA may passively
overhear the WPT signaling to launch attacks for WPT.

Without losing generality, the time horizon T is equally
divided into K time slots with length δ= T

K . Then the distance
between the HAP and AUE n at slot k is given by dn [k], for
n∈N . For simplicity, the considered airspace Ω is discretized
into a multi-tier spatial structure consisting of regular square
tile grids, as depicted in Fig. 1. Let us suppose that there are
Y tiers for the discretized structure and each tier is composed
of Q×Q square tile grids, for Q×Q×Y≫N . Besides, all the
tiers are assumed to be all evenly spaced by vertical distance,
denoted by LT, for (Y − 1)LT ≪ LH. We define L0 as the
vertical distance between the lowest tier and Earth’s surface.
Each tile grid in every tier is adopted as a spatial location to
charge an AUE via the laser-enabled WPT at a given slot. Note
that the location of charging point for AUE is at the center of
tile grid. When receiving the WPT signaling from an AUE, the
HAP sends the tier-related location data of charging point of
associated tile grid to that AUE at a given slot. Meanwhile, the
SA performs the attacks by sending the false location data of
charging point to that AUE, leading to the unsuccessful WPT.

B. Laser-Enabled WPT Model

With the harvest-then-transmit mode, the HAP wirelessly
transfers laser energy concurrently to N AUEs at each slot by
pointing N laser beams to N AUEs, respectively. We assume
that the LOS A2A laser link is established between the HAP
and each AUE, and the HAP adopts a fixed transmit power β
of the associated laser beam during time horizon T . Thus, the
actual energy harvested by AUE n at slot k is given by [9]

EH
n [k] = τδβ

A

(D + dn [k]∆θ)
2χe

−dn[k]ζ , (1)



where τ ∈(0, 1) is the laser energy conversion efficiency, A is
the area of the receiver telescope or collection mirror, D is the
size of the initial laser beam, ∆θ is the angular spread, χ is
the combined transmission receiver optical efficiency, and ζ is
the attenuation coefficient of the medium. During time horizon
T , the actual energy harvested by AUE n can be obtained as

EH
n =

K∑
k=1

EH
n [k] =

K∑
k=1

τδβAχe−dn[k]ζ

(D + dn [k]∆θ)
2 . (2)

C. Communication Model

To offload its computation task to the HAP through the A2A
uplink transmission, we assume that each AUE is assigned to
an orthogonal subchannel over the resource block (RB). Each
subchannel has an equally-sized bandwidth of W . Note that
the co-channel interference during the uplink transmission is
completely avoided. We also suppose that the HAP operates
in the Ka-band sharing the same RB based on the ITU-R
spectrum regulation [3]. For simplicity, the A2A transmission
links between AUEs and HAP are dominated by the LOS links,
wherein the channel fading depends on both free space path
loss and miscellaneous atmospheric loss. With this in mind,
the path loss between AUE n and the HAP at slot k can be
calculated by

ln [k] =

(
4πϕndn [k]

c

)α

+ lA, (3)

where ϕn is the carrier frequency of subchannel for AUE n,
c is the speed of light, α ≥ 2 is the path loss exponent, and
lA is the atmospheric loss depending on the effect of oxygen
and water vapour on A2A transmission link. Thus, the channel
gain between AUE n and the HAP at slot k can be written as
gn [k] =

1
ln[k]

. As a result, the achievable uplink rate of AUE
n to the HAP at slot k can be given as

RU
n [k] =W log2

(
1 +

pn [k] gn [k]

σ2

)
, (4)

where pn [k] is the transmit power of AUE n to the HAP at
slot k, and σ2 is the variance of the AWGN at the HAP.

D. Computing Model

In this paper, we assume that the AUEs adopt a partial com-
putation offloading rule. That is, the computation task of each
AUE can either be executed locally by itself, or be offloaded
via the A2A uplink transmission to and executed by the HAP.
We use the number of input-bits including the program codes
and input parameters to describe the computation task for each
AUE. Without loss of generality, the task of AUE n at slot k
is defined by a two-tuple {Bn [k] , ξn [k]}, where Bn [k] is the
number of total input-bits for AUE n, and ξn [k] is the number
of input-bits for offloading from AUE n to the HAP.

1) Local Execution: Given each time slot, we denote by ϖn

the number of CPU cycles required to process one bit of input
data at AUE n, and let fn be the local computing capability
(in CPU cycles/s) of AUE n. Therefore, the computing rate (in
bps) for local execution at AUE n at slot k is determined by
rL
n [k] =

fn
ϖn

, which is also equivalent to the local computing
rate of AUE n during time horizon T , i.e.,

rL
n = rL

n [k] =
fn
ϖn

. (5)

Based on the CPU architecture, the power consumption of
AUE n for local computing is given by qL

n=κf
3
n, where κ is an

effective switched capacitance depending on chip architecture
of CPU for each AUE [7]. As such, the energy consumption of
AUE n for local computing at slot k is given as EL

n [k]=κf
3
nδ.

Accordingly, during time horizon T , the energy consumption
of AUE n for local computing is specified by

EL
n =

K∑
k=1

EL
n [k] =

K∑
k=1

κf3nδ. (6)

2) Computation Offloading: By considering the A2A up-
link transmission overhead (e.g., encryption and packet
header), denoted by ηn, the actual number of input-bits of
AUE n to be offloaded at slot k is given as ηnξn [k]. Then the
uplink transmission latency of AUE n for offloading the task
to the HAP at slot k can be expressed as tUn = ηnξn[k]

RU
n[k]

. So
the energy consumption for the uplink transmission of AUE n
offloading the task at slot k is written by EU

n [k] = pn [k] t
U
n.

As a result, the energy consumption in the uplink transmission
for AUE n during time horizon T is modeled as

EU
n =

K∑
k=1

EU
n [k] =

K∑
k=1

ηnξn [k] pn [k]

RU
n [k]

. (7)

E. Flight Energy Consumption Model

The flight energy consumption for AUEs mainly depends
on their propulsion energy consumption to maintain airborne
and support their velocities and accelerations. We assume that
each AUE has the same flight energy consumption for the sake
of simplicity. As in [14], the flight energy consumed by AUE
n during time horizon T can be determined by

EF
n =

1

2
m
(
∥v [K]∥2 − ∥v [1]∥2

)
+

K∑
k=1

δ
(
ℓ1 ∥v [k]∥3

)

+

K∑
k=1

δ

 ℓ2
∥v [k]∥

1+ ∥a [k]∥2 − (aT[k]v[k])
2

∥v[k]∥2

g2


 , (8)

where ℓ1 and ℓ2 are parameters related to the weight, wing
area, air density of AUE, m is the mass of AUE consisting of
all the payloads, g is the acceleration of gravity, the superscript
aT is the transpose of vector a, and v [k] and a [k] are the
AUE’s velocity and acceleration vectors at slot k, respectively.

III. GAME FORMULATION AND SOLUTION

In this section, we employ the CBG framework to formulate
the interaction between the HAP (defender) and the SA in their
competitive allocation of tile grids over multiple AUEs, and
describe the solution to the proposed tile grid allocation game.

A. Colonel Blotto Game Formulation

Definition 1 (Pure Strategy): A Colonel Blotto game with
pure strategy for tile grid allocation of N AUEs during time
horizon T is formulated as a 4-tuple:

CB1 =

{
P,N ,

{
X [T ]

n

}
n∈N

,
{
u
[T ]
X ,n

}
n∈N

}
, (9)



• Player set P: P={H,S}, wherein there are two players,
H (HAP) and S (SA), that compete by simultaneously
distributing the tile grids over N AUEs.

• Battlefield set N : A battlefield stands for an AUE. There
are N independent battlefields, denoted by set N .

• Action space {X [T ]
n }n∈N : Each player allocates the

number of tile grids X
[T ]
n to AUE n during T , for X ,

H (HAP) and X , S (SA). The distribution vectors of
HAP and SA are represented by H[T ]={H [T ]

n }n∈N and
S[T ]={S[T ]

n }n∈N , respectively. The total number of tile
grids allocated by HAP and SA over battlefield set N
during T are given as Z [T ]

H and Z [T ]
S , respectively.

• Utility function {u[T ]
X ,n}n∈N : The utility obtained by each

player from battlefield n during T is characterized as
u
[T ]
X ,n. The total utilities of the HAP and the SA are

expressed by u
[T ]
H =

∑N
n=1u

[T ]
H,n and u

[T ]
S =

∑N
n=1u

[T ]
S,n,

respectively. Considering that the CBG is a type of zero-
sum game, the utilities of two players always add up to
zero, i.e., u[T ]

H,n=−u[T ]
S,n and u[T ]

H =−u[T ]
S .

For CB1, each battlefield is won by the player that allocates
the larger number of tile grids to that battlefield [15]. To this
end, the idea of the proposed privacy-aware laser-enabled WPT
in this work is to compare the number of assigned tile grids
for each battlefield between two players during T . Specifically,
when H [T ]

n > S
[T ]
n , the HAP wins battlefield n. In this way, the

privacy of charging location for AUE n is protected, such that
AUE n can normally harvest the laser energy and conduct the
computation offloading. Otherwise, when H [T ]

n ≤S
[T ]
n , the SA

wins battlefield n. The SA then launches attack for the WPT
from the HAP to AUE n. On the whole, the player who wins
more battlefields than its opponent will win the game. Hence,
our goal is to maximize the number of times that the HAP
wins over N battlefields in CB1, which enhances the privacy
level of WPT and improves the total utilities of the HAP.

To obtain a balance between privacy protection level and
energy consumption of the AUE in the laser-powered aerial
MEC system, we define the utility that the HAP receives on
battlefield n during time horizon T as follows

u
[T ]
H,n (H,S) = −u[T ]

S,n (H,S)

=

λ1
rL
n

(
EH

n−EF
n−EU

n

)
qL
n

∑N
n=1Bn [k]

−λ2
(
EL

n+E
U
n

)
, H

[T ]
n >S

[T ]
n ,

0, H
[T ]
n ≤S[T ]

n ,

(10)

where λ1 and λ2 are the positive weighting factors.
To simplify the presentation, let us use ϵ1n to stand for the

utility that the HAP receives on battlefield n when H [T ]
n >S

[T ]
n .

We further define ϵ2n as the utility that the HAP receives on
battlefield n when H [T ]

n ≤S[T ]
n . For clarity of exposition, we

then introduce a binary variable to represent the association
relationship between H [T ]

n and S[T ]
n during T , i.e.,

F
(
H [T ]

n , S[T ]
n

)
=

{
1, H

[T ]
n >S

[T ]
n ,

0, H
[T ]
n ≤S[T ]

n .
(11)

The total utilities obtained by the HAP over battlefield set
N during T in CB1 with pure strategy is thus written as

u
[T ]
H (H,S) = −u[T ]

S (H,S)

=

N∑
n=1

{
ϵ1nF

(
H [T ]

n , S[T ]
n

)
+ϵ2n

[
1−F

(
H [T ]

n , S[T ]
n

)]}
. (12)

However, it has been revealed that the pure-strategy Nash
equilibrium (NE) for CB1 does not always exist [15]. Indeed,
given any pure strategies, the SA can always modify its tile
grid allocation strategy accordingly to improve its utility and
win the game. Alternatively, for solving the CBG-based tile
grid allocation game, a more general method is to find the
mixed-strategy NE solution. In the case of mixed strategies,
each player selects a probability distribution over the action
space to maximize its potential expected total utilities.

Definition 2 (Mixed Strategy): A Colonel Blotto game with
mixed strategy for tile grid allocation of N AUEs during time
horizon T is formulated as a 4-tuple:

CB2 =

{
P,N ,

{
X [T ]

n,r

}N,Z
[T ]
X

n=1,r=0
,
{
U

[T ]
X (h, s)

}}
, (13)

• Action space {X [T ]
n,r }

N,Z
[T ]
X

n=1,r=0: The probability that a
player allocates r tile grids to AUE n during T is defined
by X

[T ]
n,r = Pr(X

[T ]
n = r), for X , H (HAP) and

X , S (SA). The probability distribution vectors of the

HAP and the SA are denoted as h[T ] = {H [T ]
n,r}

N,Z
[T ]
H

n=1,r=0

and s[T ] = {S[T ]
n,r}

N,Z
[T ]
S

n=1,r=0, respectively.
• Utility function {U [T ]

X (h, s)}: The expected total utilities
obtained by each player over battlefield set N during T
is described as U [T ]

X (h, s). Due to the fact that the CBG
is a type of zero-sum game, the expected total utilities of
two players always add up to zero, i.e.,
U

[T ]
H (h, s) = −U [T ]

S (h, s)

= Eh∼H
s∼S

[
N∑
i=1

{
ϵ1nF

(
H [T ]

n , S[T ]
n

)
+ϵ2n

[
1−F

(
H [T ]

n , S[T ]
n

)]}]
.

(14)
Based on Definition 2, we define ψ[T ]

i,r and φ[T ]
i,r by the i-th

highest probability of H [T ]
n,r and the i-th highest probability of

S
[T ]
n,r, respectively, for i ∈ N . Then the mixed-strategy action

set for the HAP and the SA can be determined by

ΠH =

{ψ[T ]
i,r

}N,Z
[T ]
H

i=1,r=0

∣∣∣∣∣∣ψ[T ]
i,r ≥ H [T ]

n,r,

Z
[T ]
H∑

r=0

ψ
[T ]
i,r = 1

 , (15)

ΠS =

{φ[T ]
i,r

}N,Z
[T ]
S

i=1,r=0

∣∣∣∣∣∣φ[T ]
i,r ≥ S[T ]

n,r,

Z
[T ]
S∑

r=0

φ
[T ]
i,r = 1

 . (16)

B. Mixed Strategy NE Solution

In this subsection, we begin by finding the mixed-strategy
NE solution to CB2, which is defined as follows.

Definition 3 (NE): A strategy profile (h∗, s∗) is a mixed-
strategy NE point of CB2 if and only if no player can improve
its utility by deviating unilaterally, i.e.,

U
[T ]
H (h∗, s∗) ≥ U

[T ]
H (h, s∗) , ∀h ∈ ΠH , (17)

U
[T ]
S (h∗, s∗) ≥ U

[T ]
S (h∗, s) , ∀s ∈ ΠS . (18)



For ease of exposition, we consider CB2 with asymmetric
players, in which the HAP and the SA have different numbers
of tile grids, i.e., Z [T ]

H >Z [T ]
S , and both of which deploy tile

grids on battlefield set N during time horizon T . We use
1h×s and 0h×s to denote the all-1 and all-0 h × s matrix,
respectively. Let ⌊·⌋ be the lower floor function. Thereby, the
mixed-strategy NE point of CB2 is specified in the following.

Theorem 1: If 2
N ≤ Z

[T ]
S

Z
[T ]
H

≤ 1 and N ≥ 3, (h∗, s∗) consti-
tutes a mixed-strategy NE point of CB2, where

h∗=

[
0N×1

1N×⌊2Ξ⌋

⌊2Ξ⌋
0
N×

(
Z

[T ]
H −⌊2Ξ⌋

)], (19)

s∗=

[(
1−Z

[T ]
S

Z
[T ]
H

)
1N×1

Z
[T ]
S 1N×⌊2Ξ⌋

Z
[T ]
H ⌊2Ξ⌋

0
N×

(
Z

[T ]
H −⌊2Ξ⌋

)
]
, (20)

where Ξ =
Z

[T ]
H

N .
Proof : Due to the asymmetric players, CB2 can be for-

mulated as a CBG with asymmetric resources over battlefield
set N during T . The mixed-strategy CBG game has a NE
(h∗, s∗), where h∗ (or s∗) is the best distribution probability
in the distribution vector H (or S). As stated in [15], the HAP
(or the SA) chooses the probability density function ZH

n (H∗
n)

(or ZS
n (S

∗
n)) according to the allocated resource budget of tile

grids, for H∗
n, S

∗
n ∈

[
0,

⌊
2Z

[T ]
H

N

⌋]
, which can be calculated as

ZH
n (H∗

n) =
H∗

n⌊
2Z

[T ]
H

N

⌋ , (21)

ZS
n(S

∗
n) =

(
1−

Z
[T ]
S

Z
[T ]
H

)
F (S∗

n) +

(
Z

[T ]
S

Z
[T ]
H

)
S∗
n⌊

2Z
[T ]
H

N

⌋ , (22)

where F (·) corresponds to the unit pulse function. That is, if

S∗
n = 0, F (S∗

n) = 1; if S∗
n ∈

[
1,

⌊
2Z

[T ]
H

N

⌋]
, F (S∗

n) = 0.

By combining (15) and (21), the distributed vector H∗ of
the HAP to AUE n is thus expressed by

H∗ = {H∗
n} ∼ U

({
0, 1, 2, · · · ,

⌊
2Z

[T ]
H

N

⌋})
, (23)

where U (·) denotes the uniform distribution of the elements.
Meanwhile, by jointly applying (16) and (22), we can obtain
the distributed vector S∗ of the SA to AUE n as follows

S∗ = {S∗
n} ∼

(
1−

Z
[T ]
S

Z
[T ]
H

)
F (S∗

n) +

(
Z

[T ]
S

Z
[T ]
H

)

× U

({
0, 1, 2, · · · ,

⌊
2Z

[T ]
H

N

⌋})
. (24)

As in [16], based on (23) and (24), the best distribution
probability h∗ of the HAP to AUE n can be determined by

h∗ =
{
H∗

n,r

}
=

1⌊
2Z

[T ]
H

N

⌋ , 1 ≤ r ≤

⌊
2Z

[T ]
H

N

⌋
. (25)

Similarly, we can also obtain the best distribution probabil-
ity s∗of the SA to AUE n, i.e.,

s∗ =
{
S∗
n,r

}
=


1−

Z
[T ]
S

Z
[T ]
H

, r = 0,(
Z

[T ]
S

Z
[T ]
H

)
1⌊

2Z
[T ]
H

N

⌋ , 1≤r≤⌊2Z[T ]
H

N

⌋
.

(26)

For notational simplicity, let Ξ =
Z

[T ]
H

N . This concludes the
proof of our theorem. �

Corollary 1. With the NE (h∗, s∗) to CB2, the expected
privacy protection level is expressed by 1−Z [T ]

S /Z
[T ]
H , and the

expected total utilities of two players are achieved as

U
[T ]
H (h∗, s∗) = −U [T ]

S (h∗, s∗) =

(
1−

Z
[T ]
S

Z
[T ]
H

)
N∑

n=1

ϵ1n. (27)

Proof : At the mixed-strategy NE to CB2, the number of
best assigned tile grids for each AUE between the HAP and the
SA have different cases with H∗

n>S
∗
n and H∗

n≤S∗
n, and the

best probability in different cases are denoted by Pr(H∗
n>S

∗
n)

and Pr(H∗
n≤S∗

n), respectively. Referring to (11), only if H∗
n >

S∗
n, the HAP can obtain the best expected total utilities, i.e.,

Pr(H∗
n>S

∗
n). Based on (10), (14), (19), and (20), we derive

E(h∗,s∗)

[
N∑

n=1

{
ϵ1nF

(
H [T ]

n ,S[T ]
n

)
+ϵ2n

[
1−F

(
H [T ]

n ,S[T ]
n

)]}]

=

N∑
n=1

ϵ1n (Pr (H
∗
n > S∗

n) |S∗
n = 0,S∗

n ̸= 0)

=

N∑
n=1

ϵ1n [Pr (H
∗
n > 0) + (Pr (H∗

n > S∗
n)) |S∗

n ̸= 0]

=

(
1−

Z
[T ]
S

Z
[T ]
H

)
N∑

n=1

ϵ1n. (28)

As a result, Corollary 1 is derived. �
Remark: In this work, our goal is to achieve the improve-

ment of the total utilities by effectively identifying the tradeoff
between privacy protection level and energy consumption in
laser-powered aerial MEC system. When Z [T ]

H >Z [T ]
S , the HAP

guarantees that more AUEs will obtain the laser-enabled WPT,
which ensures that more computing tasks can be completed
locally or offloading to the HAP. In other words, the HAP
wins the game and the total utilities increase accordingly with
the growing number of tile grids allocated by the HAP.

IV. SIMULATION RESULTS

In this section, we provide simulation results to validate the
performance of our proposed game framework. We consider
a laser-powered aerial MEC system consisting of a HAP
deployed in the stratosphere at altitude LH=21km, N =15
AUEs with randomly flight trajectories within the considered
airspace Ω, and a fixed SA on the ground. The time horizon
T =2s is divided into K=5 slots. The considered airspace
Ω is discretized into Y = 11 tiers. All the tiers are assumed
to be evenly spaced by vertical distance LT=200m, and the
vertical distance is set to L0=1km between the lowest tier
and the Earth’s surface. In addition, each tier is composed of
120×120 square tile grids with the unit length of one side,
i.e., 1m. All the AUEs adopt the Ka-band sharing the same



TABLE I
SIMULATION PARAMETERS.

Parameter Description Value
β Fixed transmit power of laser 5.7× 1013W
τ Energy conversion efficiency 0.7
A Area of mirror 7.85× 10−3m2

D Size of the initial laser beam 0.1m
∆θ Angular spread 3.4× 10−5

χ Combined optical efficiency 1.5Lm/W
ζ Attenuation coefficient 10−6

ϕn Carrier frequency 3GHz
α Path loss exponent 2
lA Atmospheric loss 1.2dB
σ2 Variance of the AWGN −30dBm
fn Local computing capability 2× 109cycles/s
κ Effective switched capacitance 10−26

ℓ1 Parameter related to AUE 9.26× 10−3kg/m
ℓ2 Parameter related to AUE 3500kg ·m3/s4

m Mass of all the payloads 10kg
g Gravity acceleration 9.8m/s2

RB to communicate with the HAP via A2A LOS links. For
simplicity, the transmit power of each AUE is assumed to be
randomly assigned by the range of [250mW, 400mW] at each
slot. Each orthogonal subchannel owns the equal bandwidth of
W =40MHz. For computing model, we set the A2A uplink
transmission overhead to ηn = 150bits for each AUE. The
number of total input-bits for each AUE Bn[k] and input-bits
for offloading from each AUE to the HAP ξn[k] are assigned
to [2.8GB,3.2GB] and [2GB,3GB] at each slot, respectively.
Furthermore, we assume that each AUE is flying at a constant
speed at each slot. For each AUE, the velocity vector v[k] is
selected randomly from [(8,8) , (15,20)] and the acceleration
vector a[k] are always set to (0, 0). The positive weighting
factor are set to λ1=0.9, and λ2=10−15, respectively. Other
relevant parameters in simulations are listed in Table I.

In Fig. 2(a), we examine the impact of the vertical distance
between AUE n and the HAP on the privacy protection level
of AUE n. It can be seen that the privacy protection level
decreases with the growth of vertical distance. The reason is
that the more CPU cycles it takes to calculate one bit, the less
bits are calculated during T . Besides, the privacy protection
level clearly decreases with the increase of the number of
CPU cycles required to process one bit of input data ϖn. Fig.
2(b) shows the performance comparison of the total utilities
that the HAP receives from all the AUEs versus the number
of tile grids. We can observe that the total utilities obtained
by the HAP increases consistently with the growing number
of tile grids. Moreover, when the number of CPU cycles
required to process one bit of input data ϖn decreases, the total
utilities obtained by the HAP will increase. This highlights
the importance of properly tuning the number of CPU cycles
allowing, theoretically, the better total utilities for the HAP.

V. CONCLUSION

This paper investigated the new privacy issue of charging
location for the AUEs during the WPT signaling delivery
in the laser-powered aerial MEC system. We formulated the
interaction between the HAP and the SA in their allocation
of tile grids to the AUEs as the CBG, which characterizes the
competition of two players for limited resources over a set
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Fig. 2. Performance of the proposed game framework.

of battlefields. By considering with asymmetric players, the
mixed-strategy NE solution was derived. Simulation results
demonstrated the effectiveness of our proposed game frame-
work, which ensures an enhanced privacy for laser-enabled
WPT in aerial MEC system. Future work will continue to
weigh the delay to improve the utility of the entire system.
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