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In this document, experimental results from [1] and [2] are
compared with the theoretical upper bound. Figures S-1 to S-
4 give the results from [1] and Figures S-5 to S-11 give the
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results from [2].
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Py steganographic methods with steganalysis using maxSRMd2.

Fig. S-1: Results from [1] for the MiPOD, 8-GMREF, and MG
steganographic methods with steganalysis using SRM.
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Fig. S-3: Results from [1] for the MiPOD and 8-GMRF (both
enhanced using low-pass filtered cost) and HILL stegano-
graphic methods and the ensemble 1.0 classifier with steganal-
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Fig. S-4: Results from [1] for the MiPOD and 8-GMRF (both
enhanced using low-pass filtered cost) and HILL stegano-
graphic methods and the ensemble 1.0 classifier with steganal-
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ysis using maxSRMd2.
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Fig. S-5: Results for the Gaussian version of the HILL
algorithm in [2] with different ¢ values in a (2g + 1)-ary
embedding with steganalysis using maxSRMd2.
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Fig. S-6: Results from [2] for the HILL steganographic method
and the modified Gaussian version for ¢ = 1, 3 with steganal-

ysis using maxSRMd2.
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Fig. S-7: Results from [2] for the MiPOD steganographic
method and the modified Gaussian version for ¢ = 1,3 with
steganalysis using maxSRMd2.
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Fig. S-8: Results from [2] for the SUNIWARD steganographic
method and the modified Gaussian version for ¢ = 1,3 with
steganalysis using maxSRMd2.
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Fig. S-9: Results from [2] for the HILL steganographic method
and the modified Gaussian version with two batching strate-
gies, IMS with batch size 128 and AdaBIM with adaptive
batch size, with steganalysis using maxSRMd2.
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Fig. S-10: Results from [2] for the MiPOD steganographic
method and the modified Gaussian version with two batching
strategies, IMS with batch size 128 and AdaBIM with adaptive
batch size, with steganalysis using maxSRMd?2.
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Fig. S-11: Results from [2] for the SUNIWARD stegano-
graphic method and the modified Gaussian version with two
batching strategies, IMS with batch size 128 and AdaBIM with
adaptive batch size, with steganalysis using maxSRMd2.



