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Abstract—This paper uses active flux concept to review fundamen-
tal frequency sensorless algorithms for both induction and permanent
magnet motors in one framework. Fundamentally, sensorless torque
estimation can be directly solved using voltage model (VM) estimator,
or indirectly solved using current model (CM) estimator. The latter
turns the torque estimation problem into a speed estimation problem.
The stator flux in VM and the d-axis angle in CM are deemed as
the two sets of original states for sensorless drive. Through change
of states, the direct torque estimation can be realized via observer
designs; whereas the speed dependency of the unknown state (e.g.,
active flux and emf) gives rise to a class of speed estimation methods,
known as model reference adaptive system (MRAS). The idea of a
general speed observer is proposed to summarize various separate
speed estimation methods needed for direct torque estimation. It is
suggested to adopt inherently sensorless designs such that two-way
coupling between torque estimation and speed estimation is avoided.
For induction motors, it turns out the unmodelled voltage in the active
flux dynamics reveals current flowing in rotor bars and can be further
modelled, for which the solutions to regeneration instability problem
are discussed, and change of states is recommended to attain global
stability. Finally discussed are the results of slow reversal test, where
local weak observability of ac motors can be potentially preserved.

NOMENCLATURE

The nomenclature we use is common for permanent magnet
(PM) motors, where Lg, Lq, R,1pm, ¥ are respectively d-axis
inductance, g-axis inductance, stator resistance, PM flux linkage,
and active flux linkage. For induction motors, ¥py = 0, and
Lg, Ly, are redefined as stator inductance, stator transient
leakage inductance, and inverse-I" circuit rotor flux. All bold R2
vectors are in the stator stationary a3-frame, e.g., ¢ = [iq, z'B]T is
the measured current transformed from amplitude-invariant Clarke
transformation. Park transformation is P(64) = [ 0% 2%¢] with
04 as the d-axis angle. J = [} '], I=[; 9.

I. INTRODUCTION

Sensorless or self-sensing control is typically referring to the
speed regulation of inverter-fed ac motors without using a me-
chanical sensor for speed (i.e., tachogenerator) or position (e.g.,
encoder, resolver, and hall sensor), which is especially desired for
high speed motors (see e.g., [1]]), motors with large-diameter or
hollow shaft, and motors used in adverse environment [_2].

Recently, there have been several excellent reviews [3[]-[5] on
sensorless control of PM motors with differentiated focuses on
the applications [3], the saliency based invasive methods [4], and
the non-ideal conditions [S]. Among these works, the fundamental
frequency sensorless algorithms are covered with limited details.
In our opinion, the nuanced differences and numerous variants of
those algorithms can be understood fairly easily if one pays atten-
tion to the choice of state variables as well as the considerations
behind the choice.

This paper reviews all fundamental frequency models that can be
adopted for designing sensorless algorithms, and provides a solid
foundation to understand all design variants for both PM motors
and induction motors, with the aid of the active flux concept [6].
As a matter of fact, in induction motor context, the active flux
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Fig. 1. The (a) d-axis and (b) g-axis equivalent circuit of the dq active flux model
(). Note that the d-axis coil is linked with the PM linkage by Ly = ¥pu.

is no new concept, and is the natural choice of state (i.e., rotor
flux) with the inverse-I' equivalent circuit [[7], and it has long
been found useful in analysis, e.g., of direct torque control (DTC)
[8, Eq. (7)]. In salient PM motor context, active flux has other
names in literature, such as fictitious PM flux [9], linear flux [[10],
and extended flux [[11]. The key feature that makes active flux so
important is the fact that it allows to model ac motor with only
one inductance, L, that dominates how fast current can change.

A. Problem Formulation

Motor’s electrical angular rotor speed w, is governed by New-
ton’s second law of motion:

Jenpy swr = Tem — T (1)

where s = % is time derivative operator, J, denotes rotor shaft

inertia, np, designates pole pair number, 77, is load torque, and
Tem 1s electromagnetic torque. The torque by DTC is proportional
to cross product of the stator flux ?, and the active flux ¥ ,:
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with i, = —i,5sinfy + ig cosf, as the g-axis current, where the

field oriented control (FOC) formulation is derived by substituting
the following relation between 1), and ¥, [6]

.~ Lyi = 2 va

cosfy }
sin 64
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Here, the polar coordinate definition of active flux 1), assumes
fundamental frequency model, and the angle of active flux vector
14 1s used as the d-axis angle for field orientation in FOC.
Sensorless control of system (1) is challenging, because neither
the input T, nor the output w, is known. The objective of a
sensorless algorithm is to estimate 7, and w,. Motion equation
(1) cannot be used for torque estimation because there exists an
unknown term 77, and therefore we shall seek for other models.

B. Choice of Original States

Now we are faced with the first choice of state variables. If we
accept FOC formulation, making ¥4 and 6, the states, active flux



in (@) can be described by the current-speed model (CM):

1
Ya =7———— (Lqg — Lg) ia + Ypm (4a)
(L;’%:efq)s + 1 4
1
04 =W = /(wr + wq) dt (4b)

with iq = i, cosby + igsinfy as the d-axis current, R,.q the
inverse-I" circuit rotor resistance, w = s, the synchronous speed,
and wy the slip speed. For induction motors there is a low pass
filter (LPF) with a time constant of Le—L applied to the coil
excitation in (@a)), and only in this case t?le slip relation wg =
R:;fq is valid. For inverter-fed PM motors, it is valid to simply
put Ryeq = 00, wg] = 0, and w = w;..

If the DTC formulation is adopted, making 1), the state, as per
Faraday’s law, the stator voltage equation in «-frame serves as
the voltage-current model (VM) of active flux:

"pA"’Lqi@"ps = ée-s =

where e, £ st is stator emf, and w is «5-frame stator voltage.
Therefore, the torque estimation problem is solved by either:

+(u — Ri) (5)

o estimating d-axis position 6; and 5 using CM (@), or
« estimating stator flux 1, (and 1) using VM (@).

Determining d-axis angle in a feed-forward fashion as (@b is
called indirect field orientation (IFO). The IFO solves the torque
estimation indirectly via speed estimation. Counter-intuitively, the
VM in dg-frame can be used to estimate field speed w. To see
this, applying Park transformation P(6;) to VM (3) yields:

sa + Lgsia = uq — Rig + wlqiq = eqss (62)
w’(/)A + LqSiq = Uq - qu - WLqid é eq,ss (6b)

where eg g, €4,ss are steady-state auxiliary emfs in dg-frame, and
can be used for estimating w. Fig. |1 shows the equivalent circuit
of the dg model (6, where has been elaborated as a mutual
linkage and a parallel RL circuit in Fig. [Th. Fig. [Ib shows the
active power passing through motor air gap is %wwAiq, [cf. @)].

On the other hand, implementing 6; = arctan2(ga, ¥aa)
is called direct field orientation (DFO). The IFO and DFO use
the same information, i.e., measured voltage and current, but
in different manners. The key difference is that the DFO can
be made explicitly independent of motor speed and speed error,
because there is no speed variable in (3)), which facilitates speed-
independent direct torque estimation.

C. Change of States

Alternatively, we may select current ¢ and active flux 1, as
the new states for torque estimation. Taking time derivative of
derives the active flux dynamics in (7a), and substituting into
the VM (3) gives the output dynamics in (7D).

6
spa = wdy + (sua)| " | (7a)
—_——
E,
Lysi =es — sy =e; —wJp, — E, (7b)

where E,, denotes the unmodelled dynamics. From , ac motor
appears to be modelled with one inductance, L,. As we will see
later, 1P, is only one example of many choices of state changes,
and alternative choices include the “active emf” ex = stp, or
the extended emf er in Appendix [A] Nevertheless, the key idea
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Fig. 2. Block diagram of a general stabilized VM flux estimator for DFO.

here is that by explicitly selecting the system output ¢ as state, the
torque estimation problem can now be solved by designing:

o a full- or reduced-order state observer using (7); or
« a disturbance observer using only the output equation (7b).

D. Coupling with Speed Estimation

From (7), the synchronous speed w £ sf, appears to be an
inherent parameter of ac motors. As a result, speed estimation can
be achieved by

o estimating w, (and 77) as state using (EI) and sy = w; or,
. estimating w as a constant parameter (note w, = w — ws]).

Direct torque estimation using (3)) offers a possibility for being
independent on its ensuing separate speed estimation, which is pre-
ferred as stabilities of torque estimation and speed estimation can
be analyzed separately. On the other hand, the speed dependencies,
e.g., in model (6) and (7a), imposes to estimate torque and speed
Jjointly (using either DFO or IFO), leading to complicated stability
analysis. In fact, there is a convention in most sensorless PM motor
literature, that is, the stability analysis of the two-way coupling
between the joint estimation of torque and speed is not performed.
The first part of this paper will follow this convention to help the
readers better understand the literature, while rigorous analysis
of the interconnected estimators is reviewed in the second part
(Section @, dedicated to sensorless induction motors. Fortunately,
the induction motor oriented analysis can be potentially transferred
to PM motor, as is exemplified in [[12].

II. DESIGN IN ORIGINAL STATES

A stator flux estimate can be obtained by integrating e, but the
estimate %es is unbounded in practice. There are two approaches
to stabilize the integration, i.e., the time-domain approach and the
frequency-domain approach, where several steady state assump-
tions are often resorted to, including:

(i) constant ¥ assumption, thus the active flux trajectory (i.e.,
its Lissajous curve) is circular about origin;

orthogonality between flux and emf: ey = wJ1,; and
orthogonality between af-axes emfs: sey = wJep.

(ii)
(iii)

A. VM Estimator in Time-Domain

Let ~ denote estimated value. As shown in Fig.[2] the integrator
is stabilized at both its input and output:

t
ﬁfszﬂﬁAJquz’:/(ufsz )dth,p )
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where the flux compensation ﬁw is used to offset the center of the
estimated flux trajectory, and the voltage compensation D is added
to remove the unmodelled dc drift D in e, e.g., due to thermal
drift in analog devices. When there is a drift D, = fot Ddt in the
flux estimate, the resulting errors in position and speed estimation
can be derived as in [13 Egs. (19), (21)]. Typical generation
processes of Dw and D are summarized in Fig. |3

1) Correction by Flux Trajectory Center: A corollary of the
constant flux amplitude assumption is that an accurate a-axis flux
estimate results in a sinusoidal waveform whose maximum and
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Fig. 3. Block diagrams of generation of D and ﬁw. Flux trajectory center
calculation based (a) flux and (b) voltage compensation; (c) (d) two main variants
of flux amplitude mismatch ¢ based voltage compensation; (e) state observer for
D, with f,, f, the gain matrices; (f) orthogonality based voltage compensation.

minimum add up to null. In other words, the center of the flux
estimate over one electrical cycle, i.e.,

1
} S 2
should be 0. One can directly use ljw in (©O) to produce a final
flux estimate as %es — bw [[13]] (see Fig. ), or one can use it to
construct a voltage compensation as D = LPF(s)b¢ [14] (see
Fig. ). In fact, the voltage compensation error D — D can be
exactly calculated from bw by further utilizing time information,
as illustrated in [15| Fig. 4]. As is discussed in [16, Sec. III], it
is better to use active flux instead of stator flux to calculate bd,
in (@), because stator flux components are not sinusoidal when
current sudden changes.

2) Correction by Amplitude Mismatch: Assuming ¥ and z/A)A
are respectively available from @a) and Fig. 2] the active flux
amplitude mismatch € = 1o — 1o can be used to generate a
voltage compensation, as shown in Fig. [el, [17]—[30]E|

max ﬁaA + min 1/AJQA ©)
max 1&5A + min @BA

D =PI(s) ’gAs, with PI(s) 2 k1 + @, ki,k2 >0
A S

1)

Note for induction motors, the calculated 5 is often rendered as
the flux command [31], [32]. VM estimator (]E[) plus correction
(TT) describes the so-called hybrid flux estimator that outputs the
sum of high-pass filtered VM estimate and low-pass filtered “CM”
estimate, and leads to the classical interpretation that VM is used
for high speeds and “CM” is used for low speeds [[18[|-[21]], [23]].
It is worth pointing out there exists an abuse use of the term “CM”.
In PM motor literatures, the “CM” estimate is often written in dg-
frame and does not provide any angle information (see e.g., [23}
Eq. (10)]), which is distinct from the CM @) expressed in polar-

IThe flux amplitude mismatch € = 1[1 A —a from (11) has an equivalent current
error form as shown in (OB), if a current estimate ¢ is introduced as (T0a):

s r—1 T "ij . "Z’A _ coséd ;
1=1L, (1»[’3 dA 1[)A> , note: T&A = [ sinéd } (10a)
. 4 —175 wA — "Z’A
i ( 71):—L1A (10b)
R TN C a

which is used, e.g., in [25] to build a sliding mode variant of (TI).
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Fig. 4. (a) Multiplicative and (b) additive equivalent form of an integrator %
Note 12; s is unbounded in practice for both cases.

coordinates. Discussions for selection of k1, ko are documented in
[17]-[19], and it is suggested in [17], [[18], [31]] to set k5 to zero.
Coincidentally, a contribution from the control community also
suggests to not implement the ko integral term, but in a slightly
different form from (TI) as shown in Fig. B, to facilitate the
stability analysis [33]], [34]:

D = ki, (’l[fA + ¢A) e =k, (1/312& - 7,/1/2&)

However, note the £y = 0 design results in a non-zero bias in flux
estimate in practice. The integrator % or another dedicated “offset
extractor” [32] can be used to eliminate the flux bias.

The VM estimator (8) corrected by (II) or (I2) is speed-
independent, but it is possible to introduce speed-dependency by
transforming (@) into dg-frame. In [35], [36], the current error in
(TO) is used to build a speed-adaptive VM estimator in dg-frame.

3) State Observer for Flux Offset D,: Assume there is an
offset D, existing in the biased VM flux estimate a,,, which
satisfies following steady state speed-dependent dynamics [37]:

12)

sth, = o (¢ wa), sDy =D ~0 (13)
where it is assumed that D, is slowly varying and that the
orthogonality between the «- and j-axes of the flux holds. Fig. B
shows a state observer using (IEI) which is also known as the
frequency-adaptive observer in literature [23]]. The observer tuning
(or pole placement) in [37] is dependent on w, thus sensitivity with
respect to speed error has been analyzed. One can understand the
VM along with its frequency-adaptive observer as a “single tune
integrator” with a mandatory dependency on @ [38]], [39]. Readers
are referred to [5, Table 4] for a review of frequency-adaptive
observers for eliminating emf harmonics.

4) Correction by Orthogonality: The speed-dependent vector
orthogonality condition dn]zs + Jes = 0 can be used to generate
voltage compensation D [40]], [41]], as shown in Fig. .

B. VM Estimator in Frequency-Domain

In order to stabilize the pure integration, a high pass filter (HPF)
can be added to the output of the VM estimator [42], which is
equivalent to replacing the integrator with an LPF:

N WeS 1 We
P, = X —egs = € (14)
S+ we S S + we
N——r
HPF LPF

which is speed-independent if a fixed cut-off frequency w, is used.
In fact, it is reported that placing the LPF pole —w, to be close to
zero is sufficient for zero speed operation of induction motor [43]],
but it is also recommended to adopt the speed-dependent tuning
we. = k|@|, kK > 0 to adjust observer damping with respect to
operating speed [44], [45].

The LPF in (T4) is stable but introduces undesired lag and gain.
The two equivalent forms of an integrator, as shown in Fig. {4
serve as a starting point to design two types of frequency-domain
compensations for (I4).

1) Multiplicative Compensation: Let j = \/—1. Allow an abuse
of notation between complex number and R? vector, ie., e; =
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Fig. 5. Additive compensations variants. (a) Component-wise limiter; (b)
amplitude limiter; (c) orthogonality based, and (d) CM estimator based correction.

[Cas,€ss]T = €as + jeas. Then, the multiplicative compensation

can be introduced at steady state as follows (cf. Fig. Eh) [44]-149]:

[T — kJsign (©)] es
s+ k|@

L jo+ kol 1
ST G s+ k|0

(€as + jeps) = 15)
which is speed-dependent and can be regarded as a single-tune
integrator in a sense that its frequency response at w is the same

S % Estimator (I3) is also called statically compensated VM
[45], [50] as the compensation is only exact at steady state. It
is suggested in [47] to apply the static compensation to the stator
emf e, first before going through the LPF. Advice for selecting k
in (]E) is given in [45]], [47], [48]. In [51]], three speed-dependent
cascaded LPFs are used to recover the desired frequency response
of a pure integrator.

The presence of skew-symmetric matrix J in (T3) means that,
e.g., B-axis emf is used for compensating «-axis dynamics and
vice versa, which implies the orthogonality has been assumed.
However, if some signal phase shift network is introduced, the
compensation can be accomplished within the same axis, and
therefore even elliptical flux trajectory can be tracked [52].

2) Additive Compensation: In Fig. 4b, the output signal 12;3
is unbounded, and an idea to stabilize the system is to use a
bounded signal in replace of 111 that is being fed-back to 5“; .
Typical ideas to generate a stable flux signal have been presented
in Fig. [5} The component-wise limiter in Fig. [Sh distorts the flux
waveform, while the amplitude limiter in Fig. [5p does not correct
flux angle [53]. Fig. [k exploits the orthogonality between flux
and emf to estimate the flux amplitude [53]], for which deteriorated
performance in transients has been reported [17]. Fig. [5d shows a
VM estimator utilizing the CM estimator output as the stable signal
[31]. Fig. d is an example of using both the amplitude and angle
information of the CM (@) (in polar coordinate) for correcting VM
estimator, while the compensation (TT)) only utilizes the amplitude
information of the CM, as an effort to avoid speed dependency.

C. CM Estimator

Theoretically, the CM (@) can calculate flux amplitude and angle
without any voltage information, but it is practically impossible to
be implemented without access to the VM equation. Typically, CM
is implemented by estimating speed in the IFO dg-frame, i.e., the
d-axis angle of the reference frame is determined as the integral
of a speed estimate: g = 7w

Fig. 6. CM estimator implemented with (a) direct calculation of speed, and (b)
the dg-frame current prediction (i.e., open loop observer).

1) CM with Constant dg-Frame Current: Assume sig = si; =
sha = 0, and the field speed can then be directly calculated at
the current step according to (6):

W= eq,ss/wAa if €d,ss = 0 (16)

If egss # 0, then the IFO d-axis angle éd = %d) must be

corrected by a feedback loop to force eqss = 0. One practical
implementation of (I6) is shown in Fig. [6p [54, Sec. IIT] [53]:

kis + ko

sy =& = k-2 Ca,ss + sign(eg ss) a7

Pa
Special choices are £ = 0 [1]], [56], and £ = 1,k = 0 [50],
[57]. Practical consideration during starting is provided in [56].
The fact that e ¢ relies on @, makes w appear on both side of
(T7), resulting in an algebraic loop, which can be resolved by
introducing an additional LPF in (]E) [45]).

2) CM with Dynamic dq-Frame Current: It is possible to
remove the assumption sig = si; = 0 for (I7). To this end,
the d-axis correction is driven by d-axis current error %d =ig— Ed
[see (I8a)], and g-axis emf e, is replaced with an active emf
amplitude estimate é4 ¢ that is proportional to the integral of g-
axis current error i, = i, — i, [see (ISB)]: [54, Sec. IV]

€d,ss

A . €A ss R kis+ ko |. 1
0 = : ss - ss 18
O= (€A.ss) |:Zd —qued, } (18a)
. ks |, 1 .
€A ss — |%q — TqS (eq,ss - eA,ss):| (18b)

where note ko is originally set to zero in [54]. Note the one-step
current predictions are embedded in (T8) as Lysiq = €4, — €A s
and qu%d = eg,ss. as 18 clarified in Fig. [54] [58l Sec. 9.2.2].
Speed dependent gain ko(w) has been suggested in [59]. In
addition, closed-loop current observer can be implemented instead
of the open-loop current predictions [60], [61]], and moreover, in
(60], the motion equation (TJ) is exploited to modify for better
dynamic performance, if inertia J; is provided.

It is one of the most interesting observations in the field of
sensorless control, that (when 15 is constant) the open-loop g-axis
current prediction in (T8B) contains field speed error information,
and the open-loop d-axis current prediction in contains
position error information (see [58, Eq. (9.26)] [31, Fig. 6] [56]).
This can be further generalized for time-varying 15 scenario as
“basic relations for sensorless flux estimation” [45, Eq. (13)].

3) Other CM Estimators: The CM estimator 0y = %d} turns
torque estimation problem into a speed estimation problem given
an d-axis angle estimate éd. Therefore, the dq frame speed-
adaptive VM estimator in [35]], [36] can be used to establish a
CM estimator, as is done in [62]. Technically speaking, the CM
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Fig. 7. (a) Full-order and (b) reduced-order state observer for active flux 5.

inspired speed estimation prefers to be implemented i 1n dg-frame.
Using no correction in the CM estimator (i.e., 9d = fw + 0) is
generally suggested [60], but outlier does exist, e.g., [63 Eq. (17)].

III. DESIGN VIA CHANGE OF STATES

The current dynamics are disturbed by an unknown emf
disturbance ey = sip,. There are two ensuing ideas to deal
with it, i.e., state observer and disturbance observer. The latter
does not need a model for disturbance thus is potentially speed-
independent; while the former becomes speed-dependent as it
models the disturbance as either a flux or emf state.

A. State Observer for Flux

Using (7), a flux state observer can be implemented in full-
order form [9], [[10], [[64], [65]], or reduced-order form [66]. Fig l
shows that full-order observer is corrected by current error ¢ =¢ —
i with correction functions f,, f, € R2. Fig. [7b implies that
reduced-order observer is in effect corrected by the current time-
derivative error (si — si) with the gain matrix K € R2%2,

1) Full-order Flux Observer Variants: In [9]], the observer is
analyzed by Lyapunov stability theory through finding the positive-
definite matrix for the Kalman-Yakubovich lemma. In [65]], [67],
sliding mode (SM) flux state observer that has nonlinear f, f, is
proposed, and the pole placement for robustness improvement is
detailed in [67]). In [[64], the flux state observer is implemented in
~6-frame, and in particular, the speed difference between dg-frame
and ~yd-frame that arises during speed transients is estimated by a
separate speed state observer.

2) Reduced-order Flux Observer Design: In [66], the reduced-
order flux observer is analyzed in the misaligned ~yd-frame, and
is described by a rotatory differential operator: P (6) sP~" (8) =
sI+(s0)J, where the stability analysis (that suggests K = k11 —
kasign () J) holds only if speed is already known: & = w.

B. State Observer for EMF

Differentiating the active flux dynamics (7a) yields the active
emf dynamics (I9b) and its corresponding output equation (19a)):
(19a)
(19b)

Lysi=u— Ri—ep
sepx =wdep + (sw)Jp, + sE,
—_— —
Unmodelled dynamics

where the unmodelled dynamics appear during speed transients,
but are often neglected in state observer design. The d-axis angle
is recovered by integrating emf: f eadt, or directly calculated as

04 = —arctan? ( Car (20)

€BA >
sign(w)’ sign(w)
Note constant active flux amplitude (i.e., s)a = 0) has been im-
plicitly assumed in (20). Note the extended emf eg in Appendix [A]
can also be substituted in (20)).
From the perspective of state observer design, the differences
between an active emf observer and an extended emf observer are

éA <--output

(b)

Fig. 8. (a) Full-order and (b) reduced-order state observer for active emf e .

minor, so there is no need to differentiate between the two, and in
fact their reduced-order state observers share the same form:

sex = oJex — KL, (si _ s%) Q1)
where the subscript X is placeholder of the letter A or E. The
implementation of active emf observers is shown in Fig. [§]

Full-order emf state observers are widely studied [68]—[74],
while the reduced-order form stays as a classic [[75]], [76]. The
key difference between full-order and reduced-order lies in how
they treat speed error. Full-order observer reconstructs a current
estimate ¢, and calculate the output error ¢ that is used to tune a
speed estimate w. This requires that ¢ is sensitive to speed error.
On the other hand, since current % is measured, there is no need
to reconstruct an estimate i and the unknown state is directly
estimated by (ZI), assuming that a speed estimate & is available.
This needs the state estimate éx to exhibit robustness against
speed error via careful observer pole placement [76].

1) Full-order EMF Observer Variants: Linear corrections
f1, fo are beneficial for analysis and tuning [64], [68]-[70], In
[68], linear system analysis is conducted to tune the observer.
The ~yd-frame implementation of the emf observer can be found
in [64]], where included is an interesting study that analyzes the
consequences of using constant speed assumption in emf observer.
In [69], the influence of dc offset on emf estimation is analyzed.
In [70], observer steady-state errors are analyzed considering cur-
rent/votlage error, parameter uncertainty and filtering. Nonetheless,
nonlinear SM corrections are also proposed [71]-[74], among
which time-varying gain is used in [73]] to reduce chattering. It is
worth noting that excessive correction in current estimate dynamics
reduces 2’s sensitivity to speed error. In extreme case, ¢ is forced
to be zero (e.g., trapped in SM surface), so that there is no way
to extract speed information from 7 (but is still possible to extract
from the correction terms).

2) Reduced-order EMF Observer Designs: By assuming that
sep = 0, Tomita et al. [75] proposed a reduced-order observer,
for which the speed-dependent pole placement was mandatory, and
was derived by analyzing the H., norm of transfer function from
the unmodelled dynamics to the estimated emf error. Similar H
norm based pole placement is used in [76] to design a reduced-
order observer for the extended emf model to preserve its
robustness against speed error.

C. Disturbance Observer

The idea of classical disturbance observer (DO or DOB) is to
simply solve for the unknown term using the output equation (/b))
or (19a), and to avoid pure differentiation, an LPF is inserted:

ér = LPF (s) (es — Lgst) (22)

Reduced-order state observer can be deemed as a special case of
22), if LPF (s) is generalized to an R?*? transfer function matrix:

(@F - K)| ' K (e,

In replace of the LPF(s) in 22)

én = [sI— — L,st) (23)

where the speed dependency has been introduced.
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Fig. 9. Disturbance observer in output correction form for estimating active emf.

In addition to the classical form (22), DO has an al}ernative
form being a current observer with output correction f(z):

Lyst =u— Ri+ f(z), withi24i—3 (24)

where the correction term f(-) or its filtered version serves as
the emf estimate, as shown in Fig. E} In this DO, the active
emf ey is treated as a disturbance with assumed dynamics, and
the correction f shall be modified accordingly when the assumed
dynamics change. As shown in Fig. the PI correction assumes
e, is constant, the proportional-resonant (PR) correction assumes
e is sinusoidal with an angular speed of @, and the SM correction
in Fig. [[0c/d assumes e, is bounded (and the bound is known).

To our interest, we shall introduce a general form of the dynamic
correction function f,(s) € R for a-axis as follows

fa(8) = E1lia|"sign(is) + ko / lior|"2sign (i )dt (25)
The correction f,, is said to be non-dynamic if k; = 0 and said
to be dynamic if k; > 0. “Dynamic” means f, has internal
state. In fact, since the integral term in (25)) can be considered
as an “extended state”, the DO with dynamic correction is also
called extended state observer (ESO). If k1 < 1, the correction is
nonlinear function of %a, causing undesired dither in emf estimate,
known as chattering.

1) Linear DO: From (25), assuming constant emf disturbance
sex = 0 and putting kK1 = kKo = 1, result in linear DO. In
[77], non-dynamic correction is implemented. In [78]], dynamic PI
correction is used. The linear DO is deemed to be poorly damped
if constant correction gains k1, ko are used [5]]. Frequency domain
formulation of the DO with PI correction is proposed in [79],
which is further generalized for salient PM motors in [69].

The constant emf assumption sey = 0 is not true [see (T9D)],

but it becomes reasonable if one transforms into dg-frame,

such that dg-frame emf is modelled as dc disturbance and the
correction f becomes P f. In [80]-[82], Pf is implemented as a
PI regulator. In [83], classical DO form (22 with LPF is used to
estimate extended emf eg in dq-frameﬂ Note speed dependency
is introduced in dg-frame linear DO.

2) SMDO: The working principle of SMDO is to use the
correction term f to force i to track ¢. To make this happen,
the norm of f should be larger than that of e, no matter how
small the output error i is. For example, the classical SMDO uses
a non-dynamic SM control law: f = kisign(S) with simple SM
surface S = i and constant SM gain k1, such that the norm | f||
equals to k; as long as ¢ # 0. Since ||ea|| is proportional to w,
and to assure a wide operating speed range, large SM gain k; is
mandatory, implying DO performance varies as operating speed
changes.

By using large but constant SM gain ki, SMDO is speed-
independent, but there are excessive noises in the “raw” estimated
emf disturbance f, known as chattering issues. To mitigate the
chattering, it is proposed to use “milder” SM control law than the
discontinuous correction sign(-), such as saturation function [84],
and sigmoid function [85]—[87]. Another idea is to design f as a
linear combination of SM correction and proportional correction

2The analysis in [83] is in yd-frame but the implementation is in dg-frame. For
an example of yd-frame observer implementation, see (64 Egs. (17)].

|20 | sign (i,

@ £~ ”
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Fig. 10. Example correction function f used in disturbance observer. (a) PI, (b)
PR, (c¢) discontinuous SM, and (d) continuous SM correction.

[84], [87]]. However, those “milder” SM control laws break the
Lyapunov stability of SMDO.

Alternatively, without modifying the SM control law, an ad-
ditional LPF can be applied to f, before éd is extracted. The
phase delay caused by the LPF should be compensated for different
speeds [88[]-[90]. Given a constant SM gain, it is suggested that
the pole of the LPF should rely on w [84], as indicated in Fig. [9]

To avoid speed-dependency, it is recommended to implement
f as a dynamic correction that puts signum inside an integral
like the ko term in (23). This integral introduces an additional
state, resulting in a second-order SMDQO, and the newly introduced
state can be interpreted as an estimate of the emf appearing in
the current dynamics. For example, the super-twisting algorithm
can be used to estimate the emf [91]-[93]] [94, Sec. V], and the
resulting continuous o-axis correction is fo = kilia|2sign(ia) +
ko f sign (Ea) dt, where the integral term serves as a continuous
estimate of the emf, as shown in Fig. [I0Jd. As a comparison, the
second-order SMDO proposed in [95]] uses discontinuous «-axis
correction as f, = klsign(ga) + ko f sign (Za) dt, as shown in
Fig. [[0k. Note the continuity of f, is demded by the k; term,
and also note applying variable gain kl\za| z to mgn(za) does not
eliminate chattering because the derivative of |i| 2 is infinite when
iq = 0. The chattering is reduced because of using smaller k;
value and a nonzero ko term (that takes advantage of the history
of output error ?).

So far, all SMDOs reviewed above use current error i as the
SM surface S. Improvement is expected by further designing SM
surface. For example, SM surface involving the integral of current
error f 1dt can eliminate the reaching phase [96]-[98] [99, p.287].
SM surfaces involving the derivative of current error s¢ promise
“convergence in finite time”, such as the fast terminal SM manifold
[100] and the non-singular terminal SM manifold [89]]. Note the
derivative can be reconstructed by super-twisting algorithm [89].

Besides, the SM gain can be designed to be a function of S [98]],
which is also known as the reaching law design. A less common
idea to reduce SM gain is to execute the numerical integral of
SMDO at a frequency that is three times as high as the pulse-
width modulation (PWM) frequency [88]], [101].

While most SMDO designs are speed-independent, it is possible
to introduce speed dependency. First, similar to dg-frame linear
DO, one can implement SMDO in dg-frame, and the dg-frame
correction Pf in [[102]] is implemented as a combination of
proportional correction and SM correction. Second, in [[103]], in
addition to the dynamic correction P f, a speed-dependent SM
surface that consists of current error and its integral is further
selected. Third, the SMDO in [104] is designed based on the
speed-dependent output equation of the extended emf model (37a).
Finally, there are also examples of using speed-dependent tuning
for second-order SMDO [93, (10)].
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Fig. 11. The same 3rd-order position observer that generates two different rotor
speed estimates. (a) Luenberger observer and (b) PID-like acceleration (sw).

IV. SEPARATE SPEED ESTIMATION

This section focuses on DTC or DFO controlled drive, such
that torque estimation is already done, and an estimate of some
unknown state (ex,¢ A,Hd) is available. This estimate serves as
the reference input (denoted by 9 or ) to the separate speed
estimation. “Separate” means the speed estimation design assumes
the reference input signal is independent of the speed estimate, i.e.,
it is inherently sensorless [45]], neglecting speed error’s influence
on reference input.

A. Direct Calculation

Steady state dynamics can be used to directly calculate speed,
which provides a static but instantaneous speed estimate.

1) Direct Calculation from Emf: Speed is simply the emf
amplitude divided by the flux amplitude [[89]], [91]]. Note this direct
calculation motivates the CM estimator (16).

2) Direct Calculation from Position: Speed estimate can be
calculated by the forward difference of the flux angle éd (101, [13j.
An additional LPF is embedded to reduce the amplified noise [13]].

3) Direct Calculation from Flux Orthogonality: Multiplying

—(J%,)T to both sides of the steady state dynamics s, = 0J,
gives a speed estimate: w(zps p,) = —(Jb,)Tsvp,, where the
derivative 31215 can be substituted by the forward difference of
flux [[105]], or the calculated stator emf as e, =u — R3 [44], [106],
or the voltage/emf estimate by SMDO [100], [107]-[111].

B. General Observer for Speed

Assuming a scalar reference signal denoted as ¥ £ 64 is avail-
able from prior flux/emf estimation, then the following (n + 1)-th
order general state observer for ¥ summarizes a wide class of
speed estimation methods:

R — +Z@M, with kj, k; > 0

where the output error is ¥ = ¥—1. Similar generalization like (26)
has been studied in literature, known as generalized PI observer
(GPIO) [112] or generalized ESO (GESO) [113].

The position observer (26) does not define a speed estimate, and
there are potentially n 4 1 variants of speed estimates [114]:

D =fW0) + > kjwsﬂ with jo = 0,1,2,...n  (27)
J=Jo
Table [[] gives a list of example implementations of (26). Fig.
shows block diagrams of (26) and when n =2, jo=0,1.

1) State Observer Variants: Position state observer (26) often
uses motion equation (T)) to render an inertia dependent f (1) term.
Linear corrections (x; = 1) are used in Luenberger observers [64],
(8O, [115], [116] (117, Fig. 9] and ESOs [90]], [118]], but ESO
also allows nonlinear corrections [[119]], [[120].

Alternatively, one can design a state observer for g-axis current
by redefining 9 and f in (26) accordingly, for either PM motors
[18] or induction motors [[106]. Such scalar output observer can
be considered as a reduced-order implementation of the original
natural observer [121], or it can be understood as an ELO
implementation of the g-axis current observer [61]. The difference
is that the natural observer for ¥ = i, utilizes motor’s active power
error \uqﬁq as output error, which, however, makes observer tuning
to be dependent on g-axis voltage u, thus time-varying [18].

2) Phase-Locked Loop (PLL): PLL is widely used for ex-
tracting frequency information from d-axis angle error. During
formulation of PLL, various types of position error signals can
be exploited, such as the g-axis voltage [48]], the angle of ~J-
frame extended emf [81]], d-axis current error [61]], and the forward
difference of high frequency components of «f-frame current
[116]. PLL for induction motors would need to add an additional
slip relation [45] such that f(¥) = wq. Speed error during
speed transients is inevitable because typical PLL is 2nd-order
system that assumes constant speed [122]], which is known as a
type-2 system [37]]. The transfer function from actual position to
estimated position can be found in [83] Eq. (18)] and [81, Eq.
(39)]. The PLL speed error during speed transients is analyzed in
[78]. In [26], an additional PI term driven by torque error is further
added to the PLL based speed estimate. PLL can be generalized
for higher order to track time-varying speed [66, Eq. (24)], and
see also [30]] and [83, Eq. (22)] for an application of type-3 PLL
for tracking ramp speed signal.

3) Extended Kalman Filter (EKF): In [71]], [72], EKF is applied
to a 3rd-order system with position, speed and acceleration as
states, without needing inertia parameter J;. This EKF is similar
to type-3 PLL but has time-varying gains.

C. Model Reference Adaptive System (MRAS)

j=0 s (26) Two different concepts of MRASs are shown in Fig. [12]
f(9) = wa + 22T, Fig. shows an MRAS whose reference and adjustable model
TABLE I

EXAMPLES OF THE GENERAL POSITION AND SPEED STATE OBSERVER (26)

Speed estimation Order n Gain design Alternative names Assumed motion dynamics
Linear correction 2 Const. (k2 = 0) PLL, Adaptive system wyr = Const., [ = wq
Ko =1 3 Const. Generalized PLL wr = kt, f=wa
k1 =1 3 Time-varying EKF, ELO wr = kt, f=wa
ke =1 3 Const. Speed observer, LESO, PI observer Tr = Const., f = wea + Zf}‘: Tem
4 Const. Generalized LESO, Generalized PI observer T = kt, f=wa+ ;’f’ Tem
Nonlinear correction | 1 Const. (k1 = ko = 0) Ist-order SMDO (ko = 0) w 1s bounded
35 € {0,1,2} 2 Const. (k2 = 0) 2nd-order SMDO (ko = 2,/-@1 =0) T, is bounded
st kj #£1 3 Const. Nonlinear ESO (ko = 1,K1 = 3,k2 = 1) Tr, = Const., f = ws + 222 Tem

PLL: phase locked loop. EKF: extended Kalman filter. LESO: linear extended state observer. ELO: extended Luenberger observer.
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Fig. 12. MRAS with (a) full-order observer as adjustable model; (b) reduced-order
observer as reference model and redundant observer as adjustable model. The key
difference between the two examples of MRAS is whether its reference model
exhibits explicit dependency on speed estimate @.

are respectively the actual motor and the speed-adaptive full-order
state observer. Fig. shows an MRAS whose reference and
adjustable model are respectively the reduced-order state observer
and a speed-adaptive redundant observer.

1) Redundant Observer: Assuming an accurate estimate of the
unknown states, denoted by ¥ (recall ¥ = éx, 12) A)s 1s available, a
redundant observer reconstructs the estimate only for extracting
speed information from ¥ via an adaptation law. Redundant
observer is corrected by the mismatch 9 £ 9 — 9

s9=0JO+ k(9 —109) withd =1,, éa, ég (28)

Fig.[I2b shows how the redundant observer is used as an adjustable
model in MRAS, including the emf-type [69], [[76], [77]], [86], [87],
[97], 98], and the flux-type [[65].

2) Speed Adaptation Law: Adaptation law for field speed is

@ = PI(s) x Regressor x Output error (29)

where the output error can be the current error ¢ from full-order
observer (Fig. ), the flux/emf mismatch ¥ from redundant
observer (Fig. [[2p), or any other mismatch, e.g., the active flux
amplitude mismatch € in [62]]. Speed adaptation assumes
speed is a constant parameter, but an inertia-dependent speed-
adaptation law that includes an additional torque term is also
proposed [61]], [[63]], [105]]. The selection of the regressor is critical
and it often depends on how speed appears in the adopted model:
example choices include active flux [9]] and extended emf [[68]]. It is
shown in [62] that decoupling of analysis between flux estimation
and speed estimation is achieved via linearized model based
observer tuning and wise selection of speed regressor. However,
the fact is that the generation of speed regressor offers a degree-of-
freedom to possibly find Lyapunov function, hence eliminating the
need of linearization, which will be reviewed in the next section.

V. LOSE THE CONSTANT 14 ASSUMPTION

As per (@a), 14 is time-varying as long as (Lg — Lg)iq varies,
and a change in ¥ leads to unmodelled dynamics E, in (7a))
and (T9b), which will affect the performance of state observer
as well as any other method relying on constant ¢4 assumption.
In practice, time-varying s could be beneficial for improving
operating efficiency or dynamic performance. For example, at high
speeds, faster speed dynamic process can be achieved if the flux
amplitude is first weakened such that more dc bus voltage becomes
available for producing torque current [[123].

For PM motors, the strategy is mainly to compensate the
unmodelled dynamics. In [11]], an angle compensation that takes
into account the unmodelled dynamics in when 15 varies is
proposed. In [9], the sig4 in the unmodelled dynamics E,, in
is compensated by its estimate.

Adaptatlon

Law (29) i B

Fig. 13. Adaptive full-order observer for induction motor model (ZT).

For induction motors, the voltage F,, is closely related to the
voltage drop on the rotor resistance, and hence it can, in fact, be
modelled. This section is dedicated for induction motors.

A. Induction Motor Model with Time-Varying s

For induction motors, the unmodelled dynamics E,, satisfy

=P8 )[SwA} _Rreq(ﬁ—a—wsu% (30)
—_———

the rotor current

in which (4a) and (3) have been substituted, and from which the
slip relatlon we = 2224% s derived. The model with stator current
and active flux as states is derived from @), (7a) and @BO):

Lgst =u — Ri — st (31a)
sPp = Rroql + T thp + (w0 — wa) Jepy (31b)
2 Ryeqi — Qb s 3lc)

which is exactly the inverse-I' circuit induction motor model, with
active flux 1), being equivalent to the rotor flux, Ly denoting
stator inductance L, designating transient leakage inductance, and
Q- d”“ I — w,J. There are two facts that make induction
motors unique:

1) Active flux amplitude 5 is not constant and is maintained
by stator excitation for non-PM motors.
2) There is a slip speed wg difference between field speed w
and rotor speed w,., i.e., W, = W — wy].
In other words, the induction motor is not a PM motor nor
synchronous motor. These two facts correspond to the two unique
features of sensorless induction motors:

1) There is a chance for estimated flux amplitude vfz A to collapse
[124]. There is also a chance for a change in flux amplitude
being mis-interpreted as a change in flux angle, which is
revealed in the “basic relations for sensorless flux estimation”
[45) Eq. (13)]. As a result, unstable sensorless operation that
is not observed in PM motors might happen (e.g., at low
speed regenerating operation).

2) Zero speed operation under load does not mean zero fre-
quency operation for induction motors.

B. The Common Act of Choosing Active Flux as State

Many researches have been devoted for achieving speed estima-
tion using the model (3T). Note the estimated flux is seldom used
for Park transformation, and in most cases, the IFO d-axis angle
%GJ is used to define the dg-frame of an induction motor.

1) State Observer Design Attempts: Using (31), speed-adaptive
observer can be designed in aS-frame [67], [[105]], [125]-[131]] or
dg-frame [63]], [[132]. Linear correction is widely used, but SM
correction can also be used [67]], [105]], [[130]. Fig. @] shows
a typical implementation. Time-varying correction functions are
used in EKF and ELO, where speed is treated as an extended
state so that linearization is required [133, Sec. 4.5.3.5].

For better dynamic performance, w, is further treated as ob-
server state in dgq-frame SM state observer [134] with d-axis
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Fig. 14. Flux type MRAS for IFO of sensorless induction motor, where the VM

is stabilized by (a) the HPF ‘f:’c or (b) the mismatch 9. Note reference model

has no explicit speed dependency (cf. Fig. [[2p).

current error chosen as output error. A different approach, however,
is to put all the correction terms into the dynamics of the load
torque estimate Ty, and uses an exact copy of motor dynamics
(31) and to establish a so-called natural observer [121]].

2) Stability Challenges at Low Speed Regeneration: 1t is quite
a challenge to stabilize the full-order state observer for (31) in
low speed regeneration even when speed is observable. Classical
designs are flawed. For example, the stable speed adaptation law
derived from Lyapunov function [127] depends on the unknown
flux error; and the hyper-stability analysis in [125] depends on the
assumption that the ratio between flux error norm and current error
norm has finite upper bound (so that the unknown flux error can
be replaced by current error). Careful observer gain designs based
on the linearized model (see, e.g., [128], [131]], [135]], [136]]) and
the positive real property [[137] are proposed for extending stable
operating region. Alternatively, it is also effective to re-design the
speed adaptation law [[129], [[138], [139] [[140, Eq. (26)]. Readers
are referred to [141] for a survey of the stabilization methods.

3) MRAS: In the field of sensorless induction motor drive,
MRAS is a jargon for a system with the VM (B) being reference
model and the new CM being adjustable model. The pioneer
work on MRAS in [42] (see also the follow-up works [[142], [[143]])
chooses VM estimator in (14) as reference model, and implement
CM with high-pass filtered ¢ as adjustable model, as shown in
Fig. [[4p. As a result, the obtained flux estimate has significant
delays with respect to the actual flux thus it cannot be used
for DFO. This is a good example showing the spirit of the IFO
nature of sensorless induction motors, that an accurate estimate of
flux/emf is not needed, because the IFO d-axis angle estimate only
depends on the speed estimate. However, there are also attempts
to compensate the gain and lag introduced in (14) [144].

Alternatively, one can stabilize VM estimator using the mis-
match ¥ between outputs of VM and CM estiamtors as correction.
Fig. shows an example of proportional correction k. [[145].
The MRAS implementation in [19] has made it clear that the
amplitude mismatch is used to stabilize VM estimator, while the
angle mismatch is used to tune w used in CM estimator. In [[146],
the VM is transformed to an estimated dg-frame to derive a
generalized slip relation in terms of the VM correction gains. The
dual reference observer proposed in [[147] is also an MRAS, and
is an example of implementing the amplitude correction (TI) in
its current error form (I0D) in a time-varying )4 model. In [143],
the speed adaptation law is implemented as an SM control law. In

[148], the correction in VM is replaced with a super-twisting based
dynamic correction. Readers are referred to [149] for a dedicated
review of MRAS variants having different choices of output errors.

C. State Observer Design via Change of States

To attack the regeneration instability challenge, an ideal solution
is to find a globally stable speed-adaptive observer design. In the
classics of adaptive observer design [150]—[152], stable observer
design is often proposed for a class of state-affine systems, which
do not describe the induction motor dynamics (31). In fact, it has
been shown in [[I53]] that in order to find a Lyapunov function for
the full-order state observer with (4,1, ) as states, the observer
coefficients must be dependent on the actual speed, implying
globally stable design does not exist. Thus to obtain global
stability, one needs to either find a proper state transformation
that can describe the induction motor as a system in the adaptive
observer form [[151]]

2
s
T

where & € R* is the regressor of speed that consists of only
known signals (z,w), and x is the new unknown state; or develop
advanced observer design applicable to a wider class of systems
that allow unknown speed regressor ® () [[154], [[155].

1) Change of States: A list of state transformations for induc-
tion motors is given in Table [l Model 1 is (3T). Integrator back-
stepping based observer design is proposed for model 2 (x = ey)
in [94, Sec. III], where speed is assumed as a known signal in the
stability proof. In [[140], an attempt to apply adaptive observer
design proposed in [150] to model 3 (x = —ea) has ended
with requiring infinite gain to attain asymptotical stability, where
the signal s¢ is obtained using a state variable filter—which can
be avoided if model 4 (x = 24),) is used instead [[140]]. The
research using model 5 (z = 1),) is summarized in the monograph
[156], and the key property of choosing stator flux as the unknown
internal state is that there is no unknown variable w, appearing in
the dynamics of unknown state . Finally, model 6 (x = 2¢,)
is in adaptive observer form (32) and therefore, the existence of
globally stable speed-adaptive observer for induction motor is an
established fact [157]-[159], where filtering the original speed
regressor is found essential [[159].

2) Advances in High Gain Observer Design: The advances in
high-gain observer (HGO) design [[154], [[155]] accept a wider class
of systems than (32)), and application of this HGO to model 6 is
studied in [160]]. Moreover, the speed w, and load torque 77, can
be treated as states, so that model 4 has been extended with an
third R? state as z = —s(w,Jv,) [161]. The requirement on
the partitioned matrix needed in [[154], [161]] is later removed in
[155], which allows one to design HGO in terms of the two scalar
states w, and T, instead of the R? vector z [155]]. Note the speed
regressor redesign from [[152] has facilitated the above Lyapunov
stability based HGO design [[154], [155].

} B [g ﬂ [ ; } + ®(i, u)w, + Bo(i,u)  (32)

TABLE I
LIST OF STATE TRANSFORMATIONS FOR INDUCTION MOTORS ASSUMING CONSTANT SPEED

Model No.  Output state dynamics Unknown state  Unknown state dynamics  Speed regressor ¢
1 Lysi = —sx+u — Ri T =1, s& = —02x + Rreqt [(=Jx)T, (Jz)T]"
2 Lysi=—-xz+u—Ri T =ex s& = —02x + Ryeqst [0,(Jx)"]"
3 Lysi=x+u— Rt T =—ea s = — 2% — Rreqst [0,(Jx)"]"
4 Lgsi=a +u— (R4 Rreq) i =2, s = —82 (¢ — Reeqi) [0, (J(z RReqz))T]T
5 Lysi= 02 (x — Lgi) +u — (R+ Rreq)d x =1, sx=u— Ri [(=J(z — Lgi))T,0]"
6 Lygsi=xz4+u— (i‘;R‘Leq +R)1,+erL i x=2 sz = 2 (u — Ri) [Jy,—J(u— Ri)"|"
Note: 2 = LRquI — wrd.
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Fig. 15. SMDO design for induction motor that estimates the disturbance a.

D. Disturbance Observer Design via Change of States

Substituting into (31a) will introduce a disturbance vari-
able denoted as & = §2v¢,. Fig. shows the general DO for
estimating this disturbance, where SM correction is widely used
[107]-[111]], and linear dynamic correction is also studied [162].
Alternatively, one can design a full-order SMDO for model 1 or
model 5 with the speed-dependent term w, J1p, or w,J1p, being
treated as disturbance [147]].

VI. CONSIDERATIONS FOR LOW SPEED OPERATIONS

The sufficient conditions for preserving ac motor observability
provide guidance for stable operation near sf; = 0. The state
vector [iq,i3,w,04]" of a PM motor is locally weakly observable,
if the following inequality holds [163]:

s =w # stan! (Ltag,) (33)

The state vector [in, s, Van,¥sa,w, Tr]" of an induction motor
is locally weakly observable, if the inequality holds [161]], [163]]:

1 (L4—L 1 (La—L Li—Lg -
w # stan I(ETQ‘IWT):S‘E&H ( ;%requf de qlq) (34)

where the slip speed has been substituted. To preserve the ob-
servability at w = 0, both and suggest that an auxiliary

observability vector in dq-fram

dg o |: wA :|
© _(Ld_Lq)iq
should rotate or change its direction with respect to the d-axis.
In particular, the local weak observability of a surface mounted
PM motor holds with non-zero acceleration at w = 0, i.e., zero
frequency crossing [164].

Slow speed reversal test has been recommended to test stability
margin of a sensorless drive near zero frequency operation [141].
The CM estimator can survive the test with the help of the load-
dependent iy excitation [50], where the d-axis angle error still
shows trends of divergence during zero frequency crossing. It is
suggested to use high frequency signal injection to assist zero fre-
quency crossing for the dg-frame VM estimator in [35]]. However,
the aS-frame VM estimator shows smooth d-axis angle waveform
even during zero frequency crossing [18], [32]], [37], [106] Note
only voltage compensation is needed in [[18]], [32]], [106], while the
speed-dependent flux compensation is used in [37]. The SMDO
proposed in [84] is also found to be able to perform the test,
but shows increased noises in speed estimate as compared to its
VM counterpart [|18]]. The globally stable speed-adaptive observer
also shows speed divergence near zero frequency crossing because
the persistency of excitation is lost at dc excitation [[158]]. Typical
acceleration rate of the slow reversal is between 50—100 r/min/s,
whereas a successful 5 r/min/s test is reported in [106], [[158],
and it can go down to 2 r/min/s if deliberate flux weakening
is allowed [[158]. As a final note, compared with operating at
standstill (see, e.g., [18]], [37]), operating extremely near zero
frequency (e.g., 1 r/min [6])) is considered as a more challenging
working condition.

31t is interesting to point out that this auxiliary flux vector is used to design a
regressor for the speed adaptation law of the dg-frame VM estimator in [62].

(35)

VII. CONCLUDING REMARKS

The act to use the same torque expression for all ac motors,
provides us a unified perspective to review fundamental frequency
sensorless algorithms based on the model of torque-producing flux,
i.e., active flux. The resulting equivalent circuit models the effect
of the PM, the saliency and the rotor conductors.

The torque estimation problem can be solved directly or in-
directly, which corresponds to a DFO or IFO sensorless drive.
The direct torque estimation includes the VM estimator and the
observers, such that d-axis angle is computed from a3 components
of flux or emf vector. The indirect torque estimation problem is
turned into speed estimation problem via the CM estimator. The
CM estimator enables speed estimation in IFO dg-frame, but any
other speed estimation method such as MRAS and speed-adaptive
state observer can be used—which is often seen in IFO controlled
induction motors.

No method is perfect. VM is critically stable, CM estimator
has algebraic loop issues, state observer is disturbed by estimated
speed error, and disturbance observer suffers from undesired dither
in estimation. Nevertheless, advances to each method have been
made in literature:

1) The VM estimator is analyzed in the dg frame to derive
operating speed dependent stability results [34], implying
stability is guaranteed with speed dependent tuning.

2) The CM estimator is linearized for analysis, from which
“complete stability” is attained with proper tuning [50], [165].

3) Challenges have been reported in designing stable state
observer for model using active flux as states, while the
researches that involve change of states are fruitful, e.g.,
globally stable speed-adaptive observer (except zero stator
frequency condition) [12], [155], [158].

4) Dynamic SM correction of higher order has long been found
able to eliminate chattering in SMDO (see e.g., [166, Ch. 6]).

Unlike IFO drive, a DFO drive needs to estimate speed sep-
arately. A general observer is proposed to summarize various
speed estimation algorithms including PLL, ELO, EKF, GPIO,
GESO, and SMDO, which differ in terms of linear or nonlin-
ear corrections, time-invariant or time-varying gains, and their
assumed motion dynamics. It is worth mentioning that for the
same general observer of order n, there are potentially n + 1
variants of speed estimates having different characteristics in terms
of dynamic performance and noise attenuation.

The applicability of sensorless algorithms depends. Speed es-
timation methods assuming constant speed are more suited for
motors with large inertia, while high dynamic performance can
be obtained with higher order speed estimation. For ultra-high
speed applications with high switching frequencies, CM estimator
is recommended for its minimum computational cost. For high-
saliency motors and non-PM motors, as the active flux amplitude
is regulated in real-time, designs that take into account of the
dynamic active flux amplitude should be considered. For low speed
applications, the local weak observability has suggested to adopt
high saliency PM motor or induction motor from a theoretical

oint of view.
p APPENDIX A

THE HISTORY OF EXTENDED EMF MODEL
By manipulating inductance, the dg-model (@) is rewritten

sypm + Lasiq= ug — Rig + wLgig

wipa — (La — Lq) &iq + Lasiq=uq — Riq —wLqia  (36)

Amplitude of the extended emf eg



Transforming (36) to «3-frame yields extended emf model: [[76]

Lrlsi+6E+wJ(Ld7Lq)’L’:’U,7R’L'
with seg = wJeg + Unmodelled Dynamics

(37a)
(37b)

Historically, it is not easy to design sensorless algorithm for
salient-pole PM motors, owing to the position-dependent induc-
tance that leads to a highly nonlinear model. The salient-pole
PM motor can be treated as a non-salient one if one assumes
I(Lq — Ly)i|| < ¥pm [76]. The idea of extended emf was timely
proposed to relax the need of this low saliency assumption. Note
the current dynamics are now explicitly dependent on w in (374).
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