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Abstract

In this paper, we investigate the influence of
claims in analyst reports and earnings calls on
financial market returns, considering them as
significant quarterly events for publicly traded
companies. To facilitate a comprehensive anal-
ysis, we construct a new financial dataset for
the claim detection task in the financial domain.
We benchmark various language models on this
dataset and propose a novel weak-supervision
model that incorporates the knowledge of sub-
ject matter experts (SMEs) in the aggregation
function, outperforming existing approaches.
Furthermore, we demonstrate the practical util-
ity of our proposed model by constructing a
novel measure “optimism". Furthermore, we
observed the dependence of earnings surprise
and return on our optimism measure. Our
dataset, models, and code will be made pub-
licly (under CC BY 4.0 license) available on
GitHub and Hugging Face.

1 Introduction

The release of ChatGPT on November 30th, 2022
began a race to build better-performing large lan-
guage models (LLMs). While many companies
benefited from this surge, the clear winner was the
GPU manufacturer Nvidia. On May 24th, 2023,
Nvidia surprised the market with earnings that beat
analyst expectations by 44.26%1. Nvidia’s stock
price was up 24.37% the next day. Such an event
is largely driven by valuable information within an-
alyst reports and earnings calls, highlighting their
importance.

Earnings conference calls are a quarterly event
where the company’s top executives provide perfor-
mance reports of the company over the last quarter
(3 months). Between the two earnings calls ana-
lyst from various financial institutions analyze and
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1Estimated earnings per share (EPS) was $0.61 and actual

EPS was $0.88. Source: https://www.alphaquery.com/
stock/NVDA/earnings-history

provide earnings estimates and recommendations.
For example, Jegadeesh and Kim (2010) has doc-
umented that there is a significant stock market
reaction to analysts’ recommendations (ratings).
However, analyst ratings can be biased (Michaely
and Womack, 1999; Corwin et al., 2017; Coleman
et al., 2021). Therefore it is important to understand
whether the ratings are backed by strong numerical
financial claims in the analyst’s report. To evaluate
the ratings’ reliability, the extraction of numerical
financial claims is a necessary task. Further, the
sentences with a claim have a higher density of
forward-looking information. Related, extraction
of numerical ESG claims from earnings call tran-
scripts, can help better understand whether compa-
nies do walk the talk on their environment and so-
cial responsibility claims (Chava et al., 2021). The
importance of mentioned examples necessitates the
numerical claim detection task in the Finance do-
main.

A key component of this paper is the identifica-
tion of Numeric Financial Sentences. Specifically,
Numeric Financial Sentences include a financial
term, a numeric value, and either a currency or
percentage symbol. Chen et al. (2020) first in-
troduced the categorization of sentences into ‘in-
claim’ and ‘out-of-claim’ specifically in the Man-
darin language. Expanding on their foundation,
we define an ‘in-claim’ sentence as one present-
ing a speculative financial forecast. Conversely, an
‘out-of-claim’ sentence presents a numerical state-
ment about a past event, transitioning from a mere
claim to a confirmed fact. For clarity, ‘in-claim’
sentences can also be termed "financial forecasts"
whereas ‘out-of-claim’ can be labeled as "estab-
lished financials." Every Numeric Financial Sen-
tence that is not a speculative financial forecast
(in-claim) is an ‘out-of-claim’ sentence. Figure
1 illustrates the identification of Numeric Finan-
cial Sentences as well as distinguishing between
“in-claim" and “out-of-claim" sentences.
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Figure 1: Example of In-claim and Out-of-claim sentences.
S1: “We also continued to grow our total active installed base by adding new customers.”
S2: “Adjusted operating margins of over 41% were above the midpoint of guidance, as we balanced our strategic investments
with prudent discretionary spend.”
S3: “In q2, we achieved a record $4.39 billion in revenue, representing 15% year-over-year growth.”
S4: “Operating income is expected between $2.1 billion and $3.6 billion.”

A major challenge for building or training predic-
tive models is the scarcity of labeled data (Zhang
et al., 2021; Ratner et al., 2017). Supervised learn-
ing often involves a significant amount of manual
labeling of data which is often infeasible for large
datasets. In such scenarios, one can leverage weak-
supervision-based learning methods (Varma and
Ré, 2018) or fine-tune the pre-trained language
model. Weak-supervision is a process that lever-
ages slightly noisy or imprecise labeling functions
(lfs) to label vast amounts of unlabeled data (Rat-
ner et al., 2020; Lison et al., 2021). The strength
of the weak-supervision model lies in these im-
perfect labels, when combined, producing reliable
predictive models (Lison et al., 2021; Zhang et al.,
2021). However, a crucial component involves the
development of effective lfs for a given raw dataset
systematically rather than manual annotation (Li-
son et al., 2021).

The aim of our work is to derive financially sig-
nificant information from the quarterly analyst re-
ports and earnings calls by categorizing each nu-
merical sentence as in-claim or out-of-claim. Our
major contributions through this paper are the fol-
lowing:

• We introduce a new task of claim detection (in
English) with a labeled dataset.

• We build clean, tokenized, and annotated
open-source datasets based on earnings calls.

• We introduce a weak-supervision model with
a novel aggregation function.

• We benchmark a wide range of language mod-
els for the claim detection task.

• We develop a novel measure of optimism and
validate its usefulness in predicting various
financial indicators.

2 Related Work

NLP in Finance Finance is one of the most at-
tractive domains for the application of NLP. Araci
(2019) and Liu et al. (2020) presented pre-trained
language models for the Finance domain. There
are multiple datasets specifically catered for ap-
plications of NLP in finance including question
answering dataset created by Chen et al. (2021)
and Maia et al. (2018), and also a NER dataset
constructed by Shah et al. (2023b) for the finan-
cial domain. There is a vast body of literature on
undertaking sentiment analysis tasks on financial
data(Maia et al., 2018; Malo et al., 2014; Day and
Lee, 2016; Akhtar et al., 2017).

Works of Li et al. (2020) and Sawhney et al.
(2020) were centered around predicting volatility
using earnings call transcripts in the domain of risk
management. Chava et al. (2022) measure the firm
level inflation exposure by fine-tuning RoBERTa
(Liu et al., 2019), while Li et al. (2021) leveraged
word-embeddings to measure the corporate culture.
Moreover, Nguyen et al. (2021) and Hu and Ma
(2021) used multimodal machine learning for credit
rating prediction and measurement of persuasive-
ness respectively. Shah et al. (2023a) investigated
the impact of monetary policy communication on



financial markets. Cao et al. (2020) critically exam-
ined the evolution of corporate disclosure in recent
years, influenced by the rising application of NLP
in Finance. Our research focuses on identifying nu-
merical financial claims from a vast set of English
analyst reports and earnings calls using a weak-
supervision model. This differs from Chen et al.
(2020), which targets numeric claim detection in a
smaller Chinese language dataset.

Weak-Supervision In order to reduce the com-
plexities associated with manual labeling, several
standard techniques such as semi-supervised learn-
ing (Chapelle et al., 2009), transfer learning (Pan
and Yang, 2010), and active learning (Settles, 2009)
have been employed. However, many researchers
(Meng et al., 2018; Kartchner et al., 2020) and prac-
titioners also employ weak-supervision-based mod-
els to further reduce the computational costs while
retaining the accuracy of the labeled data. Weak-
supervision models were primarily developed in
a bid to replace standard labeling techniques with
models which can leverage slightly noisy or impre-
cise sources to label vast amounts of data (Ratner
et al., 2020). Techniques such as distant supervi-
sion (Mintz et al., 2009) and crowd-sourced labels
(Yuen et al., 2011) are often associated with weak-
supervision-based models, however, they tend to
have limited coverage and accuracy (Lison et al.,
2021). In the case where we have noisy labels from
multiple sources available, there have been efforts
made to use majority vote, weighted majority vote
(Ratner et al., 2020), and other label-models (Yu
et al., 2022; Zhang et al., 2022).

3 Dataset

We collect two categories of text and financial mar-
ket datasets. Analyst reports are procured from a
proprietary source while earnings call transcripts
are collected in a manner that allows us to make
the resulting dataset open-source.

3.1 Analyst Reports

The raw dataset consists of quarterly analyst reports
(in English) for a large number of public firms in
the U.S. These analyst reports were collected from
Zacks Equity Research and were available to us
through the Nexis Uni license2. Before the data is

2Nexis Uni license doesn’t authorize republication of full
or partial text. To solve this problem, we also collect and
construct a dataset from earnings calls which can be made
public under CC BY 4.0 license.

passed on to models it is standardized in order to
maintain consistency for subsequent steps.

The text documents are split into sentences us-
ing multiple regex-based rules. We employ regex-
based rules as they typically are significantly faster
with similar accuracy compared to standard li-
braries in sentence tokenization. Afterward, nu-
meric sentences containing statistical information
(i.e. sentences consisting of a numeric value cou-
pled with a currency or percentage symbol) are
extracted, in order to ensure their numerical rele-
vance (Chen et al., 2019). This numerical condition
filter reduced the number of sentences by 66.7%.

The next step in the pipeline is to use a whitelist-
ing technique in order to only retain sentences that
contain financially significant information. This is
done by cross-referencing each sentence with a fi-
nancial dictionary which includes a comprehensive
list of technical terms related to the financial market
and corresponding literature. The financial dictio-
nary used in this study was developed by Shah et al.
(2022) and contains more than 8,200 financially
significant terms. To verify whether a sentence con-
tains any financially significant information, each
word in the sentence is cross-referenced with the
dictionary. If none of the words in the sentence ex-
ist in the dictionary, then the sentence is marked as
irrelevant. Filtering using the financial dictionary
reduced the dataset by an additional 17.2%. From
Table 1, we can clearly observe that this two-tier
filtering method enriched the data by retaining only
27.5% of the sentences from the original data.

Type # Sentences
Total sentences 8,583,093
Total numeric sentences 2,857,567
Total numeric-financial sentences 2,364,977

Table 1: Change in the size of the dataset based on
filtration.

3.2 Earnings Call Transcripts
To make our work more impactful, we also collect
earnings call transcripts for NASDAQ 100 com-
panies from their investor relation page. We were
successfully able to write individual scripts for 78
out of 100 NASDAQ companies. As all the com-
panies in this list are public companies, their data
can be accessed and shared publicly which allows
us to open-source the resulting dataset. Collecting
data till March of 2023 results in a total of 1,085
earnings call transcripts. The biggest advantage of
writing separate scripts for each company is that



it allows us to keep adding more transcripts every
quarter increasing the size of the dataset shared
over time. We apply text processing (tokeniza-
tion, numerical filter, financial dictionary filter) on
earnings call transcripts similar to what is used for
analyst reports.

3.3 Comparison with Related Dataset
In this section we compare our proposed datasets
with NumClaim (Chen et al., 2020), an expert-
annotated dataset in the Chinese language. Our
dataset of raw analyst reports in the English Lan-
guage from 1,530 major companies over the period
of 2017-20 is significantly larger than NumClaim
or other associated datasets. Our open-sourced
dataset from collected earnings call transcripts is
also larger than the NumClaim dataset. The de-
tailed comparison of our datasets with NumClaim
is provided in Table 2.

3.4 Financial Market Data
Stock Price and Earnings Surprise Data We
collect stock price data from Polygon.io3 starting
January 1st, 2017. We collect the actual earnings
per share (EPS) and forecasted median EPS from
the I/B/E/S dataset.

Sector Data For each firm in our dataset, we col-
lect sector information by collecting GSECTOR
classification from the annual fundamental COM-
PUSTAT database. GSECTOR maps each com-
pany to one of the twelve sectors.

3.5 Sampling and Manual Annotation
From the complete raw dataset of 87,536 analyst re-
ports and 1,084 earnings call transcripts, we sample
data and annotate sentences. The sampled dataset
consisted of 96 analyst reports consisting of two
files per sector per year, accounting for about 2,681
unique financial-numeric sentences. We also sam-
ple 12 earnings call transcripts randomly consisting
of two files per year, consisting of 498 financial-
numeric sentences. This set was manually anno-
tated and assigned ‘in-claim’ or ‘out-claim’ labels
by two of the authors with a basic background
in finance and domain-specific knowledge gained
from examples supplied by a financial expert co-
author. The annotator agreement was 99.21% and
95.78% for analyst reports and earnings call tran-
scripts respectively. Any disagreement between the
two annotators was resolved with the help of a third

3https://polygon.io/stocks

expert who has a deeper understanding of finance.
Train, validation, and test split for both categories
of the dataset are provided in Table 3.

4 Models

In this section, we provide details of the four cat-
egories of models we have used. Initially, we
provide detail on the proposed weak-supervision
model with the customized aggregation function.
In order to provide a comprehensive benchmark for
the claim detection task and comparison with pro-
posed weak-supervision model, we add Bi-LSTM,
six BERT architecture-based PLMs, and two gen-
erative LLMs.

4.1 Weak-Supervision Model

For implementing a weak-supervision model we
use the Snorkel library (Ratner et al., 2017), lever-
aging its inherent pipeline structure for generating
labels for each data segment and then passing the
outputs through the customized aggregation func-
tion.

Labeling functions used in our model include
rule-based pattern matching combined with part-
of-speech (POS) tag constraints for some phrases.
We create seventeen labeling functions for the cate-
gorization of results and also make use of multiple
other labeling functions in order to divide sentences
representing assertions or written in the past tense.
These labeling functions are listed in Table 4. More
details on the construction of the labeling function
can be found in Appendix B.

The output of the labeling functions needs to
be aggregated to decide the final label of the sen-
tence. Unlike other models, we use independent
and weighted labeling functions with weights based
on the level of confidence assigned by SMEs. We
have considered two levels of in-claim sentences
resulting in a total of four types of return values
(-1: Out-of-claim sentence, 0: Abstain, 1: Low
confidence while making a claim, and 2: High con-
fidence while making a claim). In the final results,
both levels have been considered for in-claim sen-
tences. This fine-grained categorization helps us
understand the results better and opens room for
future fine-tuning of the models. For our model,
each labeling function classifies a sentence inde-
pendently, and hence we consider the ‘max’ as our
aggregating function as shown below:

https://polygon.io/stocks


Dataset Analyst Reports Earnings Calls NumClaim (Chen et al., 2020)
Language English English Chinese
Year 2017-20 2017-23 NA
Sector Information Yes Yes No
# Stocks 1,530 78 NA
# Files 87,536 1,085 NA
# Words 167,301,873 11,641,673 42,594
# Numeric Sentences 2,857,567 48,686 5,144
# Numeric Financial Sentences 2,364,977 41,013 NA
# Numeric Financial Claim Sentences 336,252 5362 1,233

Table 2: Comparison of our datasets with NumClaim (Chen et al., 2020) dataset.

Dataset Train Validation Test
Analyst Reports 1,715 429 537
Earnings Calls 318 80 100

Table 3: Size of train, validation, and test split for two
categories of the data

label (xi) =


1, max(lf1(xi), ...lfn(xi)) > 0;

∀lfj(xi) ≥ 0

0, otherwise

where xi is ith sentence, lfj(x) is jth labeling
function, and label(xi) is label of ith sentence.

4.2 Generative LLMs
To understand the capabilities of current state-of-
the-art (SOTA) generative LLMs’ in a zero-shot
manner, we add a zero-shot ChatGPT4 performance
benchmark in our study. We use the "gpt-3.5-turbo"
model with 1,000 max tokens for output, and a
0.0 temperature value. The ChatGPT API was
accessed on June 12th, 2023. In a recent article,
Rogers et al. (2023) made a case for why closed
models like ChatGPT make bad baselines. In or-
der to understand where SOTA open-source LLMs
stand in comparison to ChatGPT and fine-tuned
models, we also test the Falcon-7B-Instruct model
with zero-shot. We use the following zero-shot
prompt for both models:

“Discard all the previous instructions. Behave
like you are an expert sentence sentiment clas-
sifier. Classify the following sentence into ‘IN-
CLAIM’, or ‘OUTOFCLAIM’ class. Label ‘IN-
CLAIM’ if consist of a claim and not just factual
past or present information, or ‘OUTOFCLAIM’
if it has just factual past or present information.
Provide the label in the first line and provide a
short explanation in the second line. The sentence:
{sentence}”

4https://chat.openai.com/

4.3 Bi-LSTM

In the realm of text classification problems, Long
Short-Term Memory (LSTM) was a popular re-
current neural network architecture (Hochreiter
and Schmidhuber, 1997). An enhanced approach
to LSTM is the Bidirectional LSTM (Bi-LSTM),
which processes input in both directions (Schuster
and Paliwal, 1997). In order to assess the efficacy
of Recurrent Neural Networks (RNNs) in claim
detection, we employ the Bi-LSTM model on the
datasets we have developed. Instead of training it
from scratch, we initialize the embedding layer of
the Bi-LSTM using 300-dimensional GloVe embed-
dings trained using Common Crawl (Pennington
et al., 2014). We employ a grid search approach
to identify the optimal hyperparameters for each
model, considering four different learning rates (1e-
4, 1e-5, 1e-6, 1e-7) and four different batch sizes
(32, 16, 8, 4). In our training process, we employ a
maximum of 100 epochs, incorporating early stop-
ping criteria. In cases where the validation F1 score
does not exhibit an improvement of greater than
or equal to 1e-2 over the subsequent 7 epochs, we
designate the previously saved best model as the
final fine-tuned model.

4.4 PLMs

In order to establish a performance benchmark,
our study encompasses a range of transformer-
based (Vaswani et al., 2017) models of varying
sizes. For the small models, we employ BERT
(Devlin et al., 2018), FinBERT (Yang et al., 2020),
FLANG-BERT (Shah et al., 2022), and RoBERTa
(Liu et al., 2019). Within the category of large
models, we incorporate BERT-large (Devlin et al.,
2018) and RoBERTa-large (Liu et al., 2019). To
avoid over-fitting on financial text, we refrain from
conducting any pre-training on these models prior
to fine-tuning. For PLMs, we employ grid-search,
fine-tuning, and early stopping similar to what we
used for Bi-LSTM. The experiments are conducted

https://chat.openai.com/


Used to detect Output Type Keyword or phrase
High Confidence

out-of-claim (Past Tense or
Assertions)

-1/0 Phrase Matching reasons to buy:, reasons to sell:, was, were, declares
quarterly dividend, last earnings report, recorded

Low Confidence in-claim 1/0 Phrase Matching earnings guidance to, touted to, entitle to
High Confidence in-claim 2/0 Lemmatized Word

matching
expect, anticipate, predict, forecast, envision, con-
template

High Confidence in-claim 2/0 POS Tag for word
“project"

VBN, VB, VBD, VBG, VBP, VBZ

High Confidence in-claim 2/0 Phrase Matching to be, likely to, on track to, intends to, aims to, to
incur, pegged at

Table 4: Labeling Functions used in weak-supervision model. SpaCy Lemmatizer has been used for labeling
functions involving lemmatized word matching.

using PyTorch (Paszke et al., 2019) on an NVIDIA
RTX A6000 GPU. Each model is initialized with
the pre-trained version from the Transformers li-
brary provided by Huggingface (Wolf et al., 2020).

5 Results

In this section, we present the results obtained us-
ing the above models and provide a detailed analy-
sis of the outcomes.

5.1 Weak-Supervision Model
The performance in Table 5, highlights how well
our Weak-Supervision based model performs when
compared with Manually Annotated Data. In order
to make sure that there is no contamination issue
between the labeling functions and annotated data,
we perform a robustness check in Appendix A.

Ablation #1: Number of Labeling Functions
Figure 2, shows how the accuracy of the model
changes depending on the number of labeling func-
tions. For this plot, we initially computed the con-
tribution of each labeling function (Table 4, High
confidence and Low Confidence in-claim) towards
the detection of in-claim sentences and then consid-
ered the addition of new labeling function at each
step to ensure the steepest ascent to saturation. At
each step, in addition to one new labeling func-
tion, all labeling functions present in Table 4 for
Past Tense and Assertions, were also used. They
either abstain or classify sentences as out-of-claim
and help improve the classification of out-of-claim
sentences. From the plot, we can notice that af-
ter around thirteen labeling functions, the addition
of new labeling functions does not produce any
change in the accuracy. In fact, increasing label-
ing functions thereafter leads to a minor decrease
in accuracy. This suggests that we can effectively
capture the required trends for classification in this
setting with thirteen labeling functions.

Figure 2: Accuracy v/s Number of labeling functions.
Note: This is accuracy, not F1 score.

Ablation #2: Aggregation Functions We con-
sider majority voting and Snorkel’s aggregation
function (Ratner et al., 2017) as baseline aggre-
gation functions for comparative analysis. The
accuracy of baseline aggregation functions along
with our aggregation function is reported in Table 6.
For all three models, the same set of labeling func-
tions is used and they only differ in the aggregation
part.5 The result highlights the importance of the
construction of a customized aggregation function
for a weak-supervision model where a small set of
labeling functions are complete and less noisy.

5.2 Generative LLMs
Zero-shot ChatGPT fails to outperform both weak-
supervision and fine-tuned Bi-LSTM and PLMs
based on BERT architecture. It still achieves im-
pressive performance without having access to any
labeled data. The finding here is in line with the
survey done by Pikuliak (2023), which finds that
zero-shot ChatGPT fails to outperform fine-tuned
models on more than 77% of NLP tasks. Falcon-
7B-Instruct with zero-shot performs worst and the

5We do not perform any post-processing on the output to
convert abstain label to one of the labels.



Zero-Shot Models No Train/Analyst Reports (AR) No Train/Earnings Calls (EC)
Weak-Supervision 0.9272 (0.0116) 0.9382 (0.0213)
ChatGPT-3.5-Turbo 0.8189 (0.0135) 0.7371 (0.0334)
Falcon-7B-Instruct 0.2008 (0.0134) 0.1780 (0.0062)
Fine-Tuned Models AR/AR EC/AR AR/EC EC/EC
Bi-LSTM 0.9309 (0.0235) 0.8244 (0.0332) 0.8961 (0.0236) 0.8892 (0.0375)
BERT-base-uncased 0.9532 (0.0192) 0.9269 (0.0150) 0.9251 (0.0113) 0.9376 (0.0205)
FinBERT-base 0.9617 (0.0076) 0.9381 (0.0112) 0.9209 (0.0257) 0.9279 (0.0135)
FLANG-BERT-base 0.9611 (0.0137) 0.9270 (0.0109) 0.9119 (0.0257) 0.9363 (0.0089)
RoBERTa-base 0.9615 (0.0091) 0.9319 (0.0131) 0.8906 (0.0301) 0.9563 (0.0036)
BERT-large-uncased 0.9539 (0.0111) 0.9183 (0.0063) 0.9197 (0.0349) 0.9416 (0.0349)
RoBERTa-large 0.9642 (0.0069) 0.9381 (0.0138) 0.8975 (0.0244) 0.9427 (0.0153)

Table 5: In the table, A/B indicates that the model is fine-tuned on dataset A and tested on dataset B. All values
are F1 scores. An average of 3 seeds was used for all models. The standard deviation of F1 scores is reported in
parentheses. Generative LLMs and weak-supervision models are tested as zero-shot while all other models are
fine-tuned with training data.

Aggr. Funtion AR EC
Majority Vote 0.4274 (0.0208) 0.5313 (0.0427)

Snorkel’s WMV 0.4269 (0.0204) 0.5309 (0.0372)
Ours 0.9272 (0.0116) 0.9382 (0.0213)

Table 6: Performance comparison of our aggregation
function with baseline aggregation functions. All values
are F1 scores. An average of 3 seeds was used for all
models. The standard deviation of F1 scores is reported
in parentheses.

F1 score is much lower than ChatGPT highlighting
the gap between open and closed LLMs.

5.3 Bi-LSTM

The Bi-LSTM model outperforms the weak-
supervision model on analyst reports data but
doesn’t outperform on earnings call data. The po-
tential reason can be the larger fine-tuning dataset
available for analyst reports. It doesn’t outperform
the model based on BERT on any of the four con-
figurations.

5.4 PLMs

The fine-tuned models utilizing the BERT architec-
ture demonstrate superior performance compared
to other model classes, emphasizing the significant
value gained from annotated data. Intriguingly, the
model that achieves the highest performance within
a particular train-test dataset category does not nec-
essarily exhibit the best performance on transfer
learning datasets. This finding underscores the
importance of separate data annotation. Notably,
the RoBERTa model emerges as the top performer
within the same train-test data category.

6 Market Analysis

6.1 Experiment Setup

Construction of the Optimism Measure We
use our weak-supervision model to label all the
financial numeric sentences in the analyst reports
and earnings calls as in-claim or out-of-claim. We
then filter the sentences and only keep in-claim
sentences to evaluate predictions.

We further label each in-claim sentence as ‘posi-
tive’, ‘negative’, or ‘neutral’ using the fine-tuned
sentiment analysis model specifically for the finan-
cial domain. The model is fine-tuned for financial
sentiment analysis using the pre-trained FinBERT
(Araci, 2019). We then use labeled sentences in
each document to generate a document-level mea-
sure of analyst optimism for document i using the
following formula:

Optimismi = 100× Pos. In-claimi − Neg. In-claimi

Total Sentencesi
(1)

where Pos. In-claimi and Neg. In-claimi are the
number of positive and negative in-claim sentences
respectively in document i after the filter, and
Total Sentencesi is the total number of sentences
in the document.

Empirical Specification We use the following
empirical specification for market analysis.

Yi,t = α+ β × Optimismi,t + ϵi,t (2)

Here Yi,t is the outcome variable of interest for
firm i at time t, α is a constant term, and ϵi,t is an
error term. The coefficient (β) will help us under-
stand the influence of Optimismi,t on the outcome
variable (Yi,t).

https://huggingface.co/ipuneetrathore/bert-base-cased-finetuned-finBERT


Outcome (Y ) Constant (α) Beta (β)
Earn. Surp. 0.1665 *** -1.8643 ***
CAR [+2, +30] 1.0777 *** -36.4158 ***
CAR [+2, +60] 1.0924 *** -58.3560 ***

Table 7: Market analysis result based on the empirical
regression. *, **, and *** indicate significance at the
10%, 5%, and 1% levels, respectively.

6.2 Post Earnings Prediction

We examine the relation between optimism in an-
alyst reports for a company in a specific quarter
and its effect on earnings. Using earnings-based
metrics, we perform a regression as per Eq 2 us-
ing earnings call transcripts and analyst report data.
For quarters with multiple reports on one stock,
we aggregate sentences and claims to compute
Optimismi. We focus on optimism measures that
are not zero, indicating either optimism or pes-
simism.

Earnings Surprise (%) The Earning Surprise
(%) is calculated by subtracting the median EPS
(in the last 90 days) from the actual EPS. The dif-
ference is scaled by the stock price at the end of the
quarter and multiplied by 100. This method aligns
with Chava et al. (2022).

The Earnings Surprise (%) is set as the outcome
variable (Yi,t). The results in Table 7 show a signif-
icant link between optimism and the Earnings Sur-
prise (%). A negative β coefficient indicates that
with every unit rise in optimism in analyst reports,
the Earnings Surprise (%) drops. This implies that
heightened optimism in reports often leads to the
actual EPS underperforming expectations. This
"false optimism" aligns with previous studies like
(Coleman et al., 2021), highlighting analysts’ ten-
dency to overestimate firm performance.

Cumulative Abnormal Returns We further aim
to explore the influence of optimism in analyst re-
ports on the magnitude of cumulative abnormal
return (CAR) post-earnings. CAR for a firm rep-
resents the total daily abnormal stock return in the
period after a specific event, in our context, the
firm’s earnings conference call.

We analyze two CAR time frames. CAR[+2,
+30] is the cumulative abnormal for the [+2,+30]
trading day window post-earnings call, as deter-
mined by Chava et al. (2022). The same methodol-
ogy is used to calculate CAR[+2, +60] as well.

Table 7 shows that greater optimism in analyst
reports corresponds with a larger decline in cumu-

lative abnormal return. This emphasizes the ’false
optimism’ trend in reports, where increased opti-
mism leads to greater discrepancies from actual
outcomes, leading to a larger negative cumulative
abnormal return.

The prevailing notion in finance literature is
that analysts often exhibit an over-optimistic bias.
While Francis and Philbrick (1993) and Barber
et al. (2007) believe this bias helps maintain good
ties with corporate insiders, Michaely and Wom-
ack (1999) sees it as a means for personal financial
gains. Recently, Brown et al. (2022) found that
analysts favor firms with attributes like high debt
or fluctuating earnings. This suggests such firms
might exaggerate earnings, potentially through ma-
nipulation. Our market analysis aligning with these
theories reinforces our method’s accuracy and the
financial relevance of our study.

7 Conclusion

Our work presents claim based labeled dataset in
the English language alongside presenting a weak-
supervision model with a standalone accuracy of
93%. Developed customized aggregation function
outperforms baseline aggregation functions. We
also benchmark various language models and com-
pare the performance with the weak-supervision
model. We show the application of claim detec-
tion by generating a measure of optimism from
the weak-supervision model. We also validate the
measure by studying its applicability in predicting
earnings surprise, abnormal returns, and earnings
call optimism. We release our models, code, and
benchmark data (for earnings call transcripts only)
on Hugging Face and GitHub. We also note that
the trained model for claim detection can be used
on other financial texts.

Limitations

By acknowledging the following limitations, we
pave the way for future research to address these
areas and further enhance the understanding and
applicability of our approach.

• Limited Scope of Text Data: Our analysis
is restricted to analyst reports and earnings
calls, excluding other potentially valuable text
datasets such as related news articles and in-
vestor presentations. Incorporating these ad-
ditional sources of information could provide
a more comprehensive understanding of pre-
earnings drifts.



• Exclusion of Audio and Video Features: Our
measure construction does not utilize audio or
video features from earnings calls, which may
contain supplementary information.

• Narrow Range of Language Models: Al-
though we benchmark various models, we do
not include Large Language Models (LLMs)
such as LLaMA and MPT. Exploring other
generative LLMs, including zero-shot and
few-shot learning approaches, could further
enrich our analysis.

• Omission of Alternative Weak-Supervision
Models: We do not explore multiple end mod-
els, such as the confidence-based sampling
with contrastive loss proposed in the COSINE
framework by Yu et al. (2020). Incorporat-
ing such alternative weak-supervision models
could offer additional insights and improve
the robustness of our approach.

• Absence of Trading Strategy Construction: Al-
though we provide a market analysis based on
the proposed measure of optimism, we do not
construct and backtest trading strategies. Fu-
ture work could explore the development and
evaluation of trading strategies using our mea-
sure as a basis.

Ethics Statement

Our work adheres to ethical considerations, al-
though we acknowledge certain biases and limita-
tions in our study. We do not identify any potential
risks stemming from our research; however, we
recognize the presence of geographic and gender
biases in our analysis.

• Geographic Bias: Our study focuses solely on
publicly listed companies in the United States
of America, which introduces a geographic
bias. The findings may not be fully represen-
tative of global firms and markets.

• Gender Bias: We acknowledge the gender
bias present in our study due to the predom-
inant representation of male analysts, CEOs,
and CFOs.

• Data Ethics: The data used in our study, de-
rived from publicly available sources, does not
raise ethical concerns. All raw data is obtained
from public companies that are obligated to
disclose information under the guidance of the
SEC and are subject to public scrutiny.

• Language Model Ethics: The language mod-
els employed (with proper citation) in our re-
search are publicly available and fall under
license categories that permit their use for our
intended purposes. While most models em-
ployed are publicly available, it is important to
note that ChatGPT’s prompt answers will not
be made public due to licensing conditions.
We acknowledge the environmental impact of
large pre-training of language models and mit-
igate this by limiting our work to fine-tuning
existing models.

• Annotation Ethics: All annotations were per-
formed by the authors, ensuring that no addi-
tional ethical concerns arise from the annota-
tion process.

• Hyperparameter Reporting: In the interest of
clarity and readability, we refrain from report-
ing the best hyperparameters found through
grid search in the main paper. Instead, we will
make all grid search results, including hyper-
parameter information, publicly available on
GitHub. This transparency allows interested
readers to access detailed information on our
experimental setup.

• Publicly Available Data: We specify the
datasets that will be made publicly available
and indicate the applicable licenses under
which they will be shared.

By acknowledging these ethical considerations
and limitations, we strive to maintain transparency
and promote responsible research practices.
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A Robustness Check

From a data engineering perspective, there can be
concern about the model design and gold data con-
struction as the authors who designed the weak-
supervision model have annotated the data. This
can lead to exaggerated performance on the data,
which may taint the test set. To ensure that there is
no contamination issue in the weak-supervision
model and it is generalizable, we get the same
test dataset annotated separately by four annota-
tors with master’s degrees in Quantitative Finance.
These annotators were hired by the department as
Graduate Assistants based on merit and were paid
a $20 per hour salary for their work which is more
than double the federal minimum wage and higher
than the highest minimum wage ($15.74 in Wash-
ington, D.C) in the USA. The rates are standard and
in compliance with ethical standards. These anno-
tators had no information about the rules/patterns
used in our weak-supervision model. Each sam-
ple in the test dataset is annotated by two annota-
tors, and we drop the observations where there is

a disagreement among annotators. 6 The F1 score
of the weak-supervision model on a dataset anno-
tated by non-authors is 0.9281 which is close to a
score of 0.9272 on the author-annotated dataset.
We also recalculate the F1 score of the model
based on the author-annotated labels after dropping
observations dropped in a non-author annotated
dataset. The model gives a higher mean F1 score
of 0.9360 which is expected as ambiguous sen-
tences are dropped. Overall these results show the
robustness of our model on the dataset annotated
by annotators who don’t have knowledge of the
rules used in the weak-supervision model. From
here onwards, the performance is always calculated
on a gold dataset created by authors.

B Labeling Functions Methodology

The following illustrates the methodology adopted
by us while choosing the rules to define the weak-
supervision mode. All rules were acknowledged
post detailed analysis of sample documents dis-
tributed over sector and time :

1. Phrases often provided definitive information
about a given sentence in a document and in
most cases they had a fairly consistent lin-
guistic composition. It was exploited to both
identify out-of-claim and in-claim sentences.

2. Certain phrases such as "reasons to buy", "rea-
sons to sell" or the presence of words which
are indicative of past tense such as "was",
"were" are characteristic of out-of-claim sen-
tences, since they indicated either facts or
events which happened in the past.

3. The alternate adoption of phrase matching was
to identify in-claim sentences. This mostly
consisted of a verb form indicative of a proba-
bilistic event (eg: likely, intends) coupled with
a preposition (usually "to" or "at"). Based
on the ambiguity of the resulting phrase they
were either categorised as a high-confidence
claim or a low-confidence one.

4. In a bid to capture the effect of a few other
verb forms indicative of a probabilistic event,
we also chose to look at its lemmatized form
to reduce inflectional usage and use the base
token for a more holistic evaluation over mul-
tiple usage formats.

6There is 98.59% agreement between two annotators.
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ES (%) CAR [+2,+30] CAR [+2, +60]
Sentence Type/Subset Average Sentences Adj. β Adj. β Adj. β
Unfiltered 98 -.0005*** -0.0175*** -.0282***
Numeric 26 -.0028*** -.062*** -.0995***
Numeric Financial 21.6 -.00228*** -.0716*** -.1142***
Numeric Financial In-claim 3.7 -.01427*** -.2800*** -.4481***

Table 8: Ablation on market analysis, highlighting the importance and information density of “in-claim” sentences.
*, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively.

5. POS tags were also derived for "project" as
a word wherever present. This was done to
segregate its usage as a verb. Its usage as a
verb was usually observed to be adopted while
making claims or predictions.

C Ablation Study: Market Analysis

To understand the influence of “in-claim” sentences
on market sentiment, we introduce the optimism
measure in section 6, outlining its implications. In
this section, we carry out an ablation study to bet-
ter understand the impact of “in-claim” sentences.
As such, we compute the optimism score for four
sentence subsets: Unfiltered, Numerical, Numeri-
cal Financial, and Numerical Financial “In-claim”
sentences for each file. For example, the optimism
score for a subset of Numerical sentences for docu-
ment i is given by:

Optimism (Numerical)i = 100× Pos. Numericali − Neg. Numericali

Total Sentencesi

We standard normalize these scores for uniform
comparison by deducting their mean and dividing
by the standard deviation. As the beta coefficient
lacks full context, to factor in the size of the sen-
tence subset, we adjusted each coefficient by the
average sentence count, terming it as the adjusted
beta. This illustrates the information density in
each filtered sentence set. When examining the
Earnings Surprise (%) columns of Table 8 the Ad-
justed Beta for Earnings Surprise increases, imply-
ing that a mere average of 3.7 “in-claim” sentences
holds crucial information. This highlights the high
information density of our filtered sentences. While
we aren’t dismissing the importance of other sen-
tences, our analysis reveals that the ones we’ve ex-
tracted are the most informative on a per-sentence
basis.
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